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Abstract—The rapid growth of video traffic in cellular
networks is a crucial issue to be addressed by mobile operators.
An emerging and promising trend in this regard is the develop-
ment of solutions that aim at maximizing the quality of experience
(QoE) of the end users. However, predicting the QoE perceived
by the users in different conditions remains a major challenge. In
this paper, we propose a machine learning approach to support
QoE-based video admission control and resource management
algorithms. More specifically, we develop a multi-stage learning
system that combines the unsupervised learning of video features
from the size of H.264-encoded video frames with a supervised
classifier trained to automatically extract the quality-rate charac-
teristics of unknown video sequences. This QoE characterization
is then used to manage simultaneous video transmissions through
a shared channel in order to guarantee a minimum quality
level delivered to the final users. Simulation results show that
the proposed video admission control and resource management
algorithms, which are based on learning-based QoE classifica-
tion of video sequences, outperform standard content-agnostic
strategies.

Index Terms—Resource management, feature extraction,
Boltzmann machines, traffic control (communication), video
signal processing.

I. INTRODUCTION

OWADAYS, the most appealing but also the most bitrate

demanding services are those providing high-quality
videos to users playing real-time streaming or progressive
download applications. The deployment of heterogenous high-
speed access points, such as LTE femto-cells and WiFi
hotspots, dramatically increases the number of users access-
ing the network, which has an impact on the performance of
both uplink and downlink channels. To cope with this issue,
mobile operators need to increase the network capacity to
effectively support high-quality and bitrate demanding services
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with the available network resources, while keeping mobile
infrastructure costs at a reasonable level.

A good trade-off between perceived Quality-of-Experience
(QoE) to be offered to the mobile users and smart use of
network resources is achieved by dynamically adapting the
coding rate of the requested videos to the available trans-
mission resources. As observed in [2], reducing the encoding
rate of a video is indeed much less critical in terms of QoE
degradation than increasing the packet loss probability or the
delivery delay. However, the perceived QoE at a certain encod-
ing rate depends on the video content itself, e.g., the dynamics
of the scene, the mobility of the source and frame-by-frame
motion, which are not easy to predict. Knowing these char-
acteristics would make it possible to adjust the video rates
according to the available transmission resources, so as to
maximize the QoE of the users.

In this paper we present a cognitive approach for video
delivery in communication-constrained scenarios. The basic
idea is to combine unsupervised and supervised machine learn-
ing techniques to infer the Quality-Rate (Q-R) characteristics!
of the video sequences from high level information, readily
available at the network layer.

We consider a scenario where a number of mobile users
request video content from some remote servers, using a
shared channel. We assume that videos are provided by the
servers in the form of short chunks of a few seconds each
(called video segments), which are then delivered to the mobile
users through HTTP sessions, similarly to Dynamic Adaptive
Streaming over HTTP (DASH) [3], [4]. Therefore, there is no
need to maintain long streaming sessions between server and
mobile users, dramatically simplifying mobility management.
Each video streaming session starts with an HTTP request
sent by the mobile user to the video server for the list of
the titles and formats of the available videos [5]. Each DASH
file is indeed associated to a Media Presentation Description
(MPD) that provides information characterizing the video file
and the available locations of the segments, and may con-
tain multiple representations for the same media, that is,
multiple versions with different resolutions and bitrates. A
DASH client is then able to dynamically select the desired
representation of each chunk of the video and to get it
via HTTP.

IThe Q-R characteristic is often expressed in the literature in terms of rate-
distortion curve, which conveys the same information, though presented in a
different form.
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Fig. 1. Reference scenario: the Cognitive HTTP Proxy (CHP) implements
the RM and VAC mechanisms to manage the rates of the active video flows
across the bottleneck link of capacity R [bit/s].

While the DASH framework is well established, the quality-
adaptation policy is still open to investigation. Typically, the
policies adopted by legacy DASH clients are based on local
measurements, such as the number of buffered video segments
at the client side, or the estimated average downlink through-
put. Instead, the actual Q-R characteristics of the streamed
videos, or the number and type of contending flows, are not
commonly considered.

In this work, we adopt a more systematic approach and pro-
pose a solution where the rate of each competing video flow is
determined in a centralized manner by a Cognitive HTTP proxy
(CHP), as represented in Fig. 1. The CHP can be instantiated
in the access router of a private network, to control the video
traffic towards the hosts of the network. Furthermore, lever-
aging the upcoming Network Function Virtualization (NFV)
paradigm, instances of the CHP can be activated where
multiple video flows merge into the same shared link, in order
to provide minimum performance guarantees to multimedia
flows and/or blocking excess video traffic.

The proxy intercepts all HTTP requests, performs traffic
classification, and applies Video Admission Control (VAC) and
Resource Management (RM) algorithms to improve the QoE
of the clients. In particular, the CHP will be able to intercept,
interpret, and modify the DASH packets exchanged by video
clients and servers, thus performing a dynamic adaptation of
the video quality according to a certain utility function, which
depends on the Q-R characteristic of each single video, which
is automatically estimated by using a multi-stage machine
learning approach. The Q-R characteristic is able to sum-
marize, in a single function, the map between Quality of
Service (QoS) and QoE parameters. Such map is necessary
since the VAC and RM mechanisms aim to maximize the
QoE while satisfying some QoS constraints of the network
(such as maximum channel capacity or minimum end-to-end
delay).

Crucially, the proposed method does not require to pro-
cess the original content of the video frames, but only uses
information readily available at the network layer after the
encoding process, namely the size of the video frames, with
some other parameters that can be easily retrieved from the
MPD file associated to the video, such as the structure of
the Group-of-Pictures (GOP) used during the encoding, the
resolution of the video, and the frame rate. The rationale is
that the Q-R function of a video is closely related to the
dynamics of its content that, in turn, impacts the spatial and

temporal redundancy of the video frames and, consequently,
the size of the frames generated by the encoder [1], [6].
Highly dynamic videos, containing complex spatial and tem-
poral structure, will likely result in larger frame sizes, while
more static videos will be likely encoded in frames of smaller
and more homogeneous size.

To test the proposed method, we built a training dataset
containing the frame sizes for a number of HD and CIF video
clips, encoded at different compression levels. The dataset was
then used to perform the unsupervised training of a Restricted
Boltzmann Machine (RBM) [7]. The RBM captures the latent
features of the input data, thus providing a high-level represen-
tation of the video segments at different compression levels,
which can be exploited by supervised learning algorithms to
estimate the Q-R characteristics of unknown videos. In our
study, we consider the average Structural SIMilarity (SSIM)
index [8] of the frames in a GOP as a measure of the perceived
quality of a video segment. We remark that SSIM is not the
only objective metric for QoE assessment of video sequences,
nor is necessarily the best in all cases. The Q-R characteristics
of a video can indeed be expressed with other metrics, either
full reference (i.e., where the evaluation system has access
to the original media) like the NTIA-Video Quality Metric
General Model [9] and the MOVIE index [10], or no-reference,
e.g., Video BLIINDS [11].

We observe that the SSIM focuses on the spatial dimension
only, i.e., the quality of the image captured by the frames,
while neglecting the time dimension that can be crucial to cor-
rectly assess the degradation of the visual experience due to
gaps in the video streaming (freezing and rebuffering events)
or sharp variations of the visual quality of the video frames. As
it will be better discussed in Section VIII, however, when the
link bitrate is known (as assumed in this study), suitable VAC
and RM algorithms can choose the bitrates of the video seg-
ments to fit into the available channel capacity, thus avoiding
that the client runs out of frames to play out. In this scenario,
where the temporal aspect of the QoE metric is less critical,
SSIM represents a reasonable low-complexity choice. In addi-
tion, we remark that the proposed framework can be applied
to other QoE metrics with a qualitative similar Q-R character-
istics (i.e., such that the quality increases with the frame size
and the data rate).

To summarize, based on a machine learning scheme, we
estimate the Q-R characteristics (in terms of SSIM vs normal-
ized bitrate) of unknown videos from the distribution of the
coded frame sizes. This characterization is then fed into QoE-
aware VAC and RM algorithms. By means of simulations,
we show that combining unsupervised feature extraction and
linear classification provides better results than a more basic
approach that tries to extract the SSIM characteristics directly
from the raw data. Furthermore, we show that QoE-based VAC
and RM algorithms make a better use of the available trans-
mission resources than content-agnostic schemes and provide
a valuable tool for quasi-realtime adaptive video streaming
applications.

The remainder of the paper is organized as follows. In
Section II we review the related work. Our video anal-
ysis is presented in Section III. The machine learning
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approach is described in Section IV and validated in
Section V. In Section VI we describe the QoE-based and QoE-
agnostic resource management algorithms, and compare their
performance by simulation in Section VII. Section VIII dis-
cusses possible improvements to the proposed approach and
extends the performance analysis to some more challenging
scenarios. Finally, Section IX concludes the paper.

II. RELATED WORK

In this section we first overview the state of the art on DASH
adaptation logics and then consider the literature on the objec-
tive quality metrics for video sequences, which represent the
two main building elements of our approach.

A. Adaptation Logics for DASH Video Streaming

As briefly mentioned in the introduction, in the DASH
framework, the video clips are split in short time segments,
which are encoded at different compression levels and stored at
the video server as independently addressable and reproducible
multimedia objects. This makes it possible to download any
of the available versions of each video segment, thus enabling
the dynamic adaptation of the video rate (and, in turn, qual-
ity) to the channel conditions in order to guarantee good video
quality, uninterrupted play out, and smooth quality variations.

For example, the scheme proposed in [12] privileges the
stability of the video bitrate over instantaneous video quality,
thus adopting a conservative approach when increasing the
bitrate that also yields a lower probability of freezing events.
Probe and Adapt (PANDA) [13] makes use of active chan-
nel probing to estimate the path throughput and adapt the
video rate accordingly. To prevent fluctuations due to cross-
traffic variations, however, the scheme adopts a conservative
rate-increasing strategy when the channel capacity grows and
hysteresis margins to avoid frequent rate switches. A simi-
lar but simpler heuristic was presented by Petrangeli e al.
in 2014 [14]. The mechanisms proposed in [15] uses only
buffer state information to adapt the video bitrate, resorting
to channel capacity estimation only during transient periods.
As shown in [16], however, such simple schemes may not be
able to guarantee high video quality, even when the channel
capacity is constant. More complex approaches make use of
predictive or Markov Decision Process techniques to model the
variations of the channel capacity and find the optimal adap-
tation strategy [17]-[19]. The main limit of these approaches
is the computational load: the model is too complex to be
solved at runtime. To overcome this issue, some recent works
apply reinforcement learning techniques to automatically learn
the best adaptation strategy from the past experience [20].
However, this approach is limited by the training time of the
machine-learning algorithms, which grows very quickly with
the size of the state space [21]. Alternatively, the state space
can be roughly quantized to speed up the learning process to
the detriment of the achieved performance [22], [23].

The work in [24] defines the bitrate adaptation strategy as an
optimization problem, applied to a Markovian channel model.
The function that links the video bitrate to the video qual-

ity, however, is not bound to any perceived quality metric.
Chen et al. [25] developed a network-side mechanism to adapt
video bitrate based on information from the clients that, how-
ever, are required to be all compliant with this protocol, which
limits its practicality. A heuristic cross-layer algorithm for
wireless networks is presented in [26], where both end-to-end
bandwidth estimation and measurements from the WiFi link
are used to determine the frame quality to download from the
server.

For a more comprehensive overview of existing adaptation
techniques for DASH we refer the reader to [27].

The main focus of this work is not to provide another
adaptation algorithms for DASH. Rather, our purpose is to
propose a new methodology to infer the Q-R characteristics
of each single video sequence and to show how this infor-
mation can be successfully exploited in a DASH framework.
For this reason, we consider a rather simple scenario, where
the transmission resources reserved to video contents are con-
stant and can be arbitrarily assigned to the different flows.
Therefore, rate-adaptation is only required to reallocate chan-
nel resources when new video flows are accepted into the
system or active ones are terminated. The Q-R estimation tech-
nique we propose can be combined with more sophisticated
DASH algorithms and employed in more challenging scenario,
whose investigation however is left to future work.

B. Objective Quality Metrics

Prior work on video detection over communication networks
mainly focuses on extracting objective networking and qual-
ity metrics. Xu and Li [28] classify videos based on selected
common spatial-temporal audio and visual features described
by the MPEG-7 compliant content descriptors. Due to the
complexity of the method, the authors make use of princi-
pal component analysis (PCA) to reduce the set of features
under study. Nevertheless, this work is strictly dependent on
the MPEG-7 multimedia format.

The work in [29] marks the packets using a pre-congestion
notification mechanism in order to detect congestion in the
network. A linear programming method is then used to assign
a quality level to each video flow, in order to maximize a
revenue function. The considered quality levels, however, are
only described by video resolution and bitrate, not by a metric
that properly evaluates the perceived quality.

Qadir and Kist [30] exploit a measurement-based admis-
sion control mechanism for video flows in order to maximize
the number of admitted video requests in a network. Again,
the considered metric is the video bitrate, while the perceived
video quality is not considered. Also, this technique requires
to know the state of the entire network in order to solve the
admission control problem, which may be infeasible in large
networks.

Further related work focuses on quality prediction models
to capture the behavior of video scenes. Feitor et al. [31] pro-
pose an objective model to predict the quality of 3D videos
in the presence of frame losses, which is based on the header
information of the video packets at different ISO/OSI layers.
This model is able to roughly capture the SSIM of some video
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clips based on the size of the lost frames and via deep packet
inspection, which is usually avoided by operators in cellular
deployments due to complexity and users’ privacy concerns.
Also, a model to extract the channel induced distortion in a
no-reference fashion is described in [32]. The described algo-
rithm exploits the received prediction residuals, coding modes,
and the received and concealed motion vectors to compute an
approximation of the SSIM index, therefore still requiring deep
packet inspection. In any case, Seeling et al. [33] claim that
the frame loss probability, which is mainly a network metric,
provides only limited insight into the video quality perceived
by the user. The paper [34] describes a model to map network
QoS factors to a QoE value, whose complexity however makes
it unsuitable for online applications. Other studies use learning
techniques to predict video QoE from traffic data, including
factors as the frequency of bitrate variations and the freezing
events. However, the accuracy of the predicted QoE values is
rather coarse [35], [36].

In our work, we analyze and group video test sequences
based on the relation between video compression rate and
SSIM. It is widely recognized that the SSIM index provides
a more accurate QoE indication than more traditional metrics,
like PSNR and mean square error (MSE), which have proven
to be inconsistent with perceptual experience. Although the
SSIM characterization of a video sequence is computation-
ally expensive, many studies have shown that the extraction
of perceived quality metrics, like SSIM, from the features
of the encoded video is feasible. In [37] an artificial neu-
ral network is used to extract the SSIM of a video sequence
using information on quantization parameters, frame structure,
and motion vectors. Lin et al. [38] approximate the SSIM
using, instead, an extension of the Support Vector Machine
(SVM), namely the e-Support Vector Regression. In this case,
the considered features are derived from the frame structure,
the quantization parameters, and the motion vectors. A much
larger feature space is considered in [39], where 20 features
describing the frame structure, motion vectors, and texture
information are fed into a model, which is estimated using
multipass polynomial regression. A simpler linear regression
is employed in [40], which, however, is able to estimate both
SSIM and Video Quality Metric (VQM) [9] for noisy chan-
nels using features related to motion vectors, the mean residual
energy of the frames and error concealment information. In a
related way, [41] describes the use of a multi linear regression
technique to extract different video quality metrics (including
PSNR, SSIM, and VSSIM) from the video bitrate and frame
rate, and from information on motion vectors and on frame
and group-of-picture structures. All of these methods, how-
ever, require the extraction of a large number of features from
the video stream, thus requiring deep packet inspection and
considerable computational cost.

Machine learning algorithms represent the state of the art in
many classification tasks, especially when the structure of the
domain is difficult to characterize. The problem of automatic
video processing is closely related to that of image process-
ing, with the additional complexity given by the temporal
dimension of the data. In the so-called “content-based” video
retrieval [42], for instance, a range of different techniques can

be applied depending on the task of interest, e.g., video index-
ing, scene recognition and/or classification, object tracking,
and motion detection. In recent years, advances in the theory
and practice of probabilistic graphical models and statistical
learning led to the development of extremely powerful deep
learning systems, which achieve state-of-the-art performance
in several machine vision tasks [43], [44]. Although the main
application of these systems has been primarily focused on
still frames, there have also been successful extensions to the
temporal domain [45], [46].

All the above-mentioned machine learning methods, how-
ever, are usually applied at the pixel level, or to some higher-
level representations obtained after additional pre-processing
of the raw images. Nevertheless, for the task of classifying dif-
ferent videos depending on the dynamics of their content, we
assume that the relevant information is still preserved after the
video has been encoded to be sent on a transmission channel.

In [6] we showed that SSIM can be compactly represented
by means of polynomial curves that can be associated to each
video. Tagged videos can then be handled by simple traffic
shaping mechanisms in case of network congestion or under-
provisioned network resources. The idea of representing the
Q-R curve as a polynomial function is well known in the lit-
erature. For example, considering the distortion expressed as
the PSNR, the Bjgntegaard model [47] approximates a Q-R
curve by a third order logarithmic polynomial fitting, based
on experimental observations [48]. Another polynomial fitting
based on PSNR and MPEG-2 encoding is described in [49].

In this work, which builds on our preliminary position paper
in [50], we therefore propose to automatically extract a set of
features that can be used to describe the relevant characteristics
of the original videos, using only information available at the
network level. To the best of our knowledge, this is the first
attempt to apply machine learning algorithms on this type of
data for such a purpose.

III. VIDEO ANALYSIS

In this study, we have expanded the video dataset used in [6]
with a set of additional HD video clips. For the reader’s conve-
nience, we report here the video analysis framework described
in [6].

We evaluate the objective QoE of the videos with the SSIM
index, which is a full reference metric that measures the
image degradation in terms of perceived structural information
change, thus leveraging the tight inter-dependence between
spatially close pixels that contain the information about the
objects in the visual scene [8]. SSIM is calculated via statisti-
cal metrics (mean, variance) computed within a square window
of size N x N (typically 8 x 8), which moves pixel-by-pixel
over the entire image. The measure between the corresponding
windows X and Y of two images is computed as follows:

Cuxpy +c1)2oxy + ¢2)
(5 + 1y +c1)(og + 07 +¢2)

SSIM(X,Y) = (1

where 1 and o2 denote the mean and variance of the lumi-
nance value in the corresponding window, and c¢; and ¢, are
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TABLE I
MAPPING SSIM TO MEAN OPINION SCORE SCALE

SSIM MOS Quality Impairment

>0.99 5 Excellent Imperceptible
[0.95,0.99) 4 Good Perceptible but not annoying
[0.88,0.95) 3 Fair Slightly annoying
[0.5,0.88) 2 Poor Annoying

< 0.5 1 Bad Very annoying

variables to stabilize the division with weak denominator (we
refer the interested reader to [8] for additional details).

The range of the SSIM index goes from 0O to 1, which repre-
sent the extreme cases of totally different or perfectly identical
frames, respectively. Tab. I shows the mapping of SSIM to
Mean Opinion Score (MOS), which assesses the subjective
perceived video quality on a scale of 5 values, from 1 (bad)
to 5 (excellent), as reported in [51].

The analysis of the SSIM has been first applied to a pool
of V = 38 CIF video clips, taken from standard reference
sets.> Successively, we replicated the analysis on a set of 28
HD videos. Each video has been encoded into H.264-AVC
format. To test the robustness of the proposed approach to the
specific encoding algorithm, we used the Joint Scalable Video
Model (JSVM) reference software [53] for CIF videos and the
x264 encoder [54] for HD videos. The encoding has been done
at C = 18 increasing compression levels (i.e., quantization
points) for the CIF videos, and C = 33 levels for the HD
videos, which correspond to as many quality levels. Note that
there are no scene transitions inside each video sequence. The
SSIM of a frame encoded at compression level ¢ is obtained
by comparing the decoded frame with the full quality version
of the same frame. For practical reasons, we take the average
values of the SSIM index computed for all frames of each
video.

We denote by r,(c) the transmit rate of videov € {1, ..., V}
encoded at rate ¢ € {l,...,C}, with r,(1) being the
maximum (i.e., full quality) rate. To ease the comparison

2Video traces can be found in [52], ftp://132.163.67.115/MM/cif.

between different video clips, it is convenient to normalize
the video rates to the full quality rates. Moreover, following
the Weber-Fechner’s law that postulates a logarithmic relation
between the intensity and the subjective perception of a stim-
ulus, we introduce a logarithmic measure of the normalized
rate, here named Rate Scaling Factor (RSF) and defined as

pv(c) =log(ry(c)/ry(1)). 2

The dynamics of the video content impact the perceived
QoE for a certain RSF value, as clearly shown in Fig. 2 (on
the next page) where markers correspond to the average SSIM
of each video clip when varying the RSF p, while lines repre-
sent a 4-degree polynomial interpolation of such points. More
generally, we observe that the SSIM characteristics of a video
v can be approximated by an n-degree polynomial expression,
which takes the form

F{P(p) ~ 1+ ay1p+av2p® +ay3p’ +...+ayap”.  (3)

The vector of coefficients a, = {a, ;}, called SSIM coefficients
in the following, provides a compact description of the relation
between the perceived QoE and the RSF of a video v.

From Fig. 2, we observe that, in general, the 4-degree poly-
nomial F£4) (p) provides a quite accurate approximation of the
SSIM values in the range of p of practical interest, for both
the CIF and the HD videos in the test set. We observe that
the relationship between QoE and Quality of Service (QoS)
parameters is, in general, very complex, depending (among
other factors) on metrics such as GOP size/structure, frame-
rate, resolution, etc. (see [55]). The curves reported in Fig. 2
have been obtained for a certain combination of parame-
ters (frame rate, GOP structure, resolution), only changing
the quality factor (c) of the H.264 encoder. Nonetheless,
we obtained similar Q-R curves by changing the encoding
parameters, i.e., considering different combinations of the
GOP length and composition, frame rate, and resolution (not
reported here for space constraints). In a real setting, most of
these parameters will remain fixed within each video segment,
so that the proposed approach is valid for each specific DASH
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request. It is hence conceivable to tag each video segment with
the SSIM coefficients which provide a compact representation
of its QoE characteristics that, in turn, can be used by RM
and VAC algorithms, as discussed in the next section.

IV. MACHINE LEARNING APPROACH
TO VIDEO CLASSIFICATION

The exact SSIM characterization of a video sequence
using (1) is computationally demanding and infeasible in
many practical cases. Following the rationale described
in [1] and [56], to overcome this limitation we propose a
machine learning approach that provides a fairly accurate esti-
mation of the SSIM characteristics of a video from the size
of the frames coded in a GOP. As previously mentioned, we
postulate that the SSIM characteristics of a video are closely
related to the dynamics of its content, and that this information
is preserved in the structure of the corresponding sequence
of frame sizes after the encoding. However, extracting the
SSIM characteristics of a video directly from the raw data,
i.e., the frame sizes, is problematic because of the non-linear
and hidden interrelations between the two quantities.

The fundamental idea behind our approach is to learn a
generative model to capture these non-linearities, providing
an alternative representation of the input data that is amenable
to classification even by means of linear discrimination meth-
ods. More specifically, our learning framework consists of two
main phases. First, unsupervised learning is used to extract an
abstract representation of the raw data that captures descriptive
features of the video. A subsequent supervised learning phase
is then performed to create a mapping between the abstract
representations and the corresponding SSIM coefficients of the
related videos. These two learning phases are detailed in the
following.

A. Unsupervised Phase: The Restricted Boltzmann Machine

Our approach relies on a powerful family of generative
models which can be implemented as stochastic recurrent
neural networks known as Boltzmann Machines [57]. They
can be interpreted as probabilistic graphical models, where
connections between units are symmetric, i.e., with equal
weight in either direction. The input to the network is given
through a layer of visible (i.e., observed) units, which are
fully connected to another layer of hidden units that are
used to model the latent features of the data. If there are no
connections among units of the same layer, we obtain the so-
called Restricted Boltzmann Machine (RBM) [7], which is
graphically represented in Fig. 3.

The behavior of the network is driven by an energy func-
tion E, which implicitly defines the joint distribution of the
units by assigning a probability value to each of their possible
configurations:

)

pv. h) = —— “4)

where v and & are column vectors containing the values of
the visible and hidden units, respectively, and Z is a normal-
izing factor known as partition function. The energy function

hidden layer

h|v XX v|h
p( | ) ‘g}%‘tj{\‘ p( | )

LR

M=

visible layer

Fig. 3. Graphical representation of a Restricted Boltzmann Machine.

is parameterized according to the weights of the connections
between visible and hidden units:

EWw,h)=—b'v—c'h—h"Wy, (3)

where W is the matrix of connections weights and b and c are
two additional parameters known as unit biases.

RBMs can be efficiently trained by using the contrastive
divergence algorithm [58], which consists in alternating a
positive and a negative phase. During the positive phase (infer-
ence), visible units are clamped to the values of the data
observed in the training set. The network then propagates
activations to hidden units, according to the weights of the
connections. If we consider binary units for simplicity, during
the positive phase the network observes the values of the vis-
ible units and activates each hidden unit /; according to the
conditional probability:

phi=1) =0 (cj + Zviwlj>, (6)

where o is the sigmoid logistic function, ¢; is the bias term of
the hidden unit /;, and w;; is the weight of its connection with
the visible unit v;. The entire vector of hidden unit activations
constitutes an internal representation of the pattern observed
in the visible units. During the negative phase, instead, hid-
den units are fixed and activations are propagated backward
to the visible units in a similar fashion, in order to accurately
reconstruct the original input vector. Each visible unit v; is
therefore activated according to the conditional probability:

pvi=1lh) =0o| b+ Zhjwij . 7
J

The objective of the learning process is to find a good set of
weights W, so that the function E will assign low energy (i.e.,
high probability) to configurations of units that allow to obtain
accurate reconstructions of the input patterns (i.e., maximum
likelihood learning). This can be accomplished by performing
gradient descent over the likelihood function of the training
data. It turns out that the derivative of the log-probability of
a training vector v with respect to a particular weight w;; is

surprisingly simple:
dlogp(v)
SR ity adata — Vil mode. (®)

BW,']'

where the first term on the right-hand side of (8) represents the
empirical expectations computed on the training data, while
the second term refers to the expectations computed according
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to the actual model distribution. We can use this quantity to
compute how each weight should be changed at each learning
step:

AW,‘/' = n((vihj>data - (vihj)model) ©))

where 7 is a small constant called learning rate. Due to the
stochastic dynamics of RBMs, computing model expectations
requires to gradually change the state of the network until it
settles to thermal equilibrium, usually by running computa-
tionally expensive Gibbs sampling algorithms [59]. However,
contrastive divergence makes it possible to efficiently train
large-scale RBMs by approximating the log-probability gra-
dient. The reader could refer to [60] and [61] for more details
about learning in RBMs and for the explanation of important
additional parameters of the algorithm (e.g., weight decay and
momentum).

In our case, the training set consists of vectors of frame
sizes for each GOP of the videos in the dataset. Unsupervised
learning tunes the RBM model parameters (i.e., the connec-
tions weights) with the objective of reproducing the patterns
presented in the visible layer, thereby minimizing the recon-
struction error. At the beginning, weights are randomly initial-
ized to small values (close to zero) and the reconstruction will
be very poor. However, the learning process iteratively adapts
the weights until the network is able to accurately reproduce
the observed patterns. At the end of this unsupervised learning
phase, the values taken by the units in the hidden layer provide
an alternative and, hopefully, more expressive representation
of the input vector, i.e., of a certain sequence of frame sizes
in a GOP.

B. Supervised Phase: The Linear Classifier

After a good model of the data has been learned, an addi-
tional read-out module can be put on top of the hidden layer
of the RBM to perform a supervised classification task, which
in our case consists in estimating the SSIM coefficients a,
for each new GOP. The idea is that some characteristics of
the data are not directly visible in the raw input patterns, but
can be discovered by the feature extraction process during
the unsupervised learning phase. Once the RBM has learned
good internal representations of the patterns by modeling their
underlying causes, it should be easier to perform a supervised
classification task starting from those abstract representations.

We use a simple linear classifier as read-out module. The
discrimination between the possible classes is therefore per-
formed by exploiting a linear combination of the data features.
This choice is motivated by observing that the non-linearities
of the data should be captured by the generative model during
the unsupervised learning phase, which creates more separa-
ble representations that could be easily read out even by a
linear method. In many machine learning scenarios, this strat-
egy has shown to be very effective and is usually adopted
by the so-called “kernel methods” exploited in Support Vector
Machines [62], which first perform a non-linear projection of
the data into a different (usually higher-dimensional) feature
space, and then apply a linear optimization method to compute
the maximum margin separating hyperplane.

Hidden (latent features) | ----> | o | > SM
i SSIM
input (GOPsizes) ] === | reagour | = con

Fig. 4. Scheme of the proposed learning framework, on which unsupervised
feature extraction (left) is followed by supervised linear read-out (right).

Within this perspective, the accuracy of linear read-out can
be considered as a coarse measure of how well the relevant
features of the data are explicitly captured by the generative
model [60]. Therefore, the use of a linear classifier makes
it easier to understand the quality of the internal representa-
tions learned by the RBM, because we can directly compare
the classification accuracy obtained using the raw input pat-
terns with that obtained from the internal representations of
the RBM. Moreover, a linear classifier is preferred in our case
due to its greater generalization ability even in the presence
of a limited training set. Indeed, a more powerful, non-linear
algorithm would be more prone to overfitting. A schematic
representation of this process is given in Fig. 4.

It is worth remarking that, once the unsupervised training
phase is completed, the internal representation of the input
data provided by the RBM can be used to perform supervised
training of multiple read-out modules, with different purposes.
For instance, it is possible to train a linear classifier that recog-
nizes the GOPs belonging to the same video, or that classifies
the GOPs according to the similarity of the video dynamics,
and so on [56]. This is indeed one of the major advantages of
combining unsupervised and supervised learning approaches,
with the former providing an alternative representation of the
input data that eases the selection of useful features by the
latter.

V. LEARNING FRAMEWORK PERFORMANCE

In this section we evaluate the performance of the proposed
RBM-based learning framework with respect to a linear clas-
sifier that acts directly on the raw data, i.e., the frame sizes
contained in a GOP.

A. Dataset and Learning Parameters

The system is tested on the video dataset described in
Section III. In order to make the size of the data uniform,
we considered the first 15 GOPs of each CIF video, and 13
GOPs for HD videos, thereby discarding shorter videos. Thus,
we used 34 CIF videos, for a total of 510 data patterns (GOPs),
and 28 HD videos, for a total of 364 data patterns. The qual-
ity of learning in a RBM gets worse when the patterns in
the training set are drawn from very different, heterogeneous
distributions. In particular, in our case we observed that by
merging the GOP patterns corresponding to both CIF videos
and HD videos resulted in the emergence of a much less effec-
tive set of features. The reason is that the sole frame size is
likely insufficient to capture the complex Q-R relationships
for generic encoding parameters, while it is sufficient when
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the other parameters (namely, the GOP structure and size, and
the video resolution) are fixed. A possible solution to over-
come this problem is to train a different learning model for
each representative combination of video encoding parame-
ters. Another possibility may consist in expanding the input
patterns by also explicitly including some information about
the encoding parameters, such as the resolution of the video
or the GOP structure. In this work we considered the first
solution, leaving the latter for future studies.

We therefore created two different training sets, one contain-
ing samples derived from CIF videos and the other containing
samples derived from HD videos, and separate RBMs were
trained on each dataset. The encoding format for input pat-
terns consisted of GOPs formed by a single inter-coded frame
(1) followed by 15 predicted frames (P), which is a common
format for GOPs of 16 frames. However, control simulations
(not reported here) showed that our approach still works if we
consider other GOP formats, e.g., with a different number of
frames and/or a different pattern (sequence of I and P frames
within a GOP), provided that the RBM is adapted to the new
input and properly trained.

Due to the limited size of the datasets, we tested the
performance of the system using a k-fold cross-validation tech-
nique [63]. To this aim, we partitioned the dataset of CIF
videos into 34 subsets (folds), each including all the 15 GOPs
of a specific video. The RBM was then trained using 33 folds
(training set), and its generalization performance was com-
puted on the left-out fold (test set). This way, 34 different
RBMs were trained, each time changing the left-out video
to be used as test, and we report the mean estimation accu-
racy over all the 15 GOPs. The input to the RBM consisted
of 32 visible units, which represented the sizes of the 16
frames in a GOP, coded with two different compression lev-
els ¢ = 1 (full quality) and ¢ = 9 (intermediate quality). We
only included these two levels in order to limit the amount of
patterns in the training set, with the goal of more clearly estab-
lishing how well the system could generalize to previously
unseen compression levels. Furthermore, we did not consider
the lowest qualities in place of the intermediate one because
we aimed at estimating with greater accuracy the high SSIM
region of the Q-R curves rather than the low-quality tail, con-
sidering that in practical applications the latter region is of
scarce interest because of the very poor visual quality of the
videos.

The same procedure was applied for the dataset of 28 HD
videos clips, where however the intermediate quality corre-
sponded to a parameter ¢ = 18, since the number of available
quality layers for HD videos was 33, against the 18 levels of
the CIF videos.

The I and P frame sizes of each GOP were normalized
between 0 and 1, which corresponded to the minimum and
maximum frame sizes, as this is the usual format of the
input patterns used for training neural networks. The size of
the hidden layer determines the complexity of the generative
model, since the number of free parameters in the model is
given by the number of connection weights. We tested differ-
ent layer sizes, with a number of units varying between 50
and 200, finding that our results are robust with respect to

this parameter. Results presented in the following have been
obtained with a network having 70 hidden units.

We use a publicly available efficient implementation of
RBMs that exploits Graphic Processing Units (GPUs) to par-
allelize the learning algorithm [64]. Unsupervised learning
occurred using a mini-batch scheme with mini-batch size of
13, learning rate of 0.001, weight decay of 0.00001, and a
momentum coefficient of 0.9. With the current settings of the
machine learning parameters, the learning phase converged
after about 50 epochs without exceeding one minute of running
time. Regarding the supervised phase, a linear classifier can be
implemented as a single layer perceptron, on which iterative
learning was performed using the delta-rule. We used an equiv-
alent but computationally more efficient method, which relies
on the calculation of a pseudo-inverse matrix and is readily
available in some high-level programming languages such as
Python or MATLAB [60].

We remark that the unsupervised and supervised learning
processes are performed only once. Once the RBM and the
coupled linear classifier are trained, the estimation of the SSIM
coefficients for unknown videos is extremely simple, and can
be performed online in negligible time.

B. Coefficients Estimation Accuracy

We assessed whether the internal representation learned by
the RBM allowed to estimate the n SSIM coefficients for each
video in the test set. The quality of the estimation was eval-
uated in terms of Root Mean Square Error (RMSE) between
the exact and the estimated SSIM-rate characteristics, i.e.,

I R Y =m0\
RMSE = [— [ (FP(p) = F"(p)) dp
Pmin min

where ppin >~ —3 is the minimum value of RSF of interest,
while F£4) (p) is the reference SSIM-rate curve, and Fﬁ”) (p)
is the n-degree polynomial (3), with coefficients estimated by
the classifier.

The dashed line with square markers in Fig. 5 shows the
mean estimation accuracy on the 15 GOPs contained in each
of the 34 videos of the CIF test set (a), and on the 13 GOPs of
the 28 videos in the HD test set (b). To better appreciate the
performance of the RBM-based learning architecture, we also
report the RMSE for the SSIM curves obtained by applying
the linear classifier directly on the raw data patterns (solid line
with circle markers). We see that the internal representation
learned by the RBM model is indeed capable of capturing
critical features of the data, thereby allowing to increase the
estimation accuracy for almost all test videos.

Fig. 6 offers a visual comparison between the exact and esti-
mated SSIM curves for two different videos with prototypical
trends (see corresponding points in Fig. 5 to have an idea of
their average RMSE error). In particular, Fig. 6(a) shows that
the curve estimated using the RBM internal representations
(solid line) clearly exhibits a better alignment with the exact
SSIM curve (dashed line) than the curve obtained directly from
raw data (dotted line). Even in the few cases where the RMSE
is worse for RBM prediction, as that reported in Fig. 6(b), the
RBM estimation of the SSIM curve still remains good.
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Fig. 6. Examples of predicted polynomial curves with respect to the ideal curve, for two different videos.
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Fig. 7. 2, 3 and 4-degree prediction error for each video of the dataset.

As explained, the complexity of the coefficients estimation
increases with the degree n of the polynomial. On the other
hand, high-degree polynomials offer a better approximation of
the actual SSIM-rate characteristics. It is therefore interesting
to investigate the accuracy of the SSIM estimation when vary-
ing the degree n of the polynomial. To this end, for each video
in the CIF dataset, we report in Fig. 7 the RMSE of the SSIM
estimation obtained by considering 2, 3 and 4-degree poly-
nomials. Similar results were obtained for HD videos. Quite
interestingly, we observe that there is no absolute winner: the
optimal choice of n depends on the characteristics of each
video. In the next section, we will investigate the practical
impact of such estimation differences in the performance of
video admission control and resource allocation algorithms.

VI. PERFORMANCE ANALYSIS OF COGNITIVE
RM AND VAC ALGORITHMS

In this section, we first revisit the approach presented in [6],
which in this paper is used in conjunction with the learn-
ing framework of Section V. Then, we discuss the role of
the play-out buffer and derive a simple analysis to determine
the amount of pre-buffered content that guarantees a freezing
probability lower than a given threshold.

A. SSIM-Based RM and VAC Algorithms

Given a mechanism to infer the QoE characteristics of a
video, we develop VAC and RM mechanisms that can make
use of such information. We consider a framework where dif-
ferent video clips are multiplexed into a shared link of capacity
R by the Cognitive HTTP Proxy (CHP) that performs VAC
and RM (see Fig. 1). In general, the RM module should
detect changes of the link capacity (e.g., due to concurrent
data flows or fading phenomena in wireless channels) and trig-
ger an optimization procedure that adapts the video rates to
maximize a certain utility function. In this work, we consider a
more favorable (but still practical) scenario, in which a fixed
and constant capacity is reserved to video flows, which are
then isolated from best-effort traffic. In Section VIII we will
discuss possible extensions of the work to more challenging
scenarios.

The VAC module determines whether or not a new video
request can be accepted without decreasing the QoE of any
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video below a threshold F* negotiated, for instance, between
the operator and video consumers. To this end, the VAC
invokes the RM module to get the best resource allocation for
all the videos potentially admitted into the system and, then,
computes the expected SSIM of each video by using (3). If the
estimated SSIM is below F* the last video admission request
is refused, otherwise the video is accepted and the rates of
the videos in the system are adapted to the new allocation
of the transmission resources determined by the RM module.
To avoid sharp quality changes in the ongoing video streams,
the video rates can be adapted progressively, with a step that
depends on the actual gap between the current and the tar-
get SSIM of each video. Such smoothing techniques will be
briefly discussed in Section VIII, though a detailed analysis of
these and other possible improvements is left to future work.

Formally, let R denote the average available transmission
capacity of the link that can be allotted to the videos, and let
I' = {y,} be an allocation vector that assigns to the vth video
a fraction y, of R, with y, = 0 indicating that the video is not
accepted into the system. Although the H.264 encoding can
only offer a discrete set of transmit rates, in the formulation
of the optimization problem we temporarily assume that video
encoding rates can be tuned in a continuous manner.> Under
this assumption, the RSF of the vth video can be expressed as

~ ¥R
= l(’g<rv(1)>'

The optimization problem addressed by the RM module can
then be defined as follows:

(10)

Fop = argmax U(T. R {F,}) st Xv: w <1, an
where {F,} denotes the set of SSIM functions of the videos,
while U(-) denotes the utility function considered by the
optimization algorithm. We consider two baseline utility func-
tions that reflect different optimization purposes.

Rate Fairness (RF): Resources are distributed to all active
videos proportionally to their full quality rate, without con-
sidering the impact on the perceived QoE. In this case, the
optimal rate allocation for the ith video is simply given by

ry(1)
OTION
so that the RSF of each video equals p = log(R/ Zi ri(1)).

SSIM Fairness (SF): Resources are allocated according to

a max-min fairness criterion with respect to the SSIM of the
different videos:

Yopt,y = (12)

U, R, {Fv}) = min Fy (py). (13)
Note that under the assumption of continuous rate adaptation,
the SF criterion yields the same SSIM, say ¢, to all active
videos. Given this target SSIM, the RSF for each video can
be easily found as g, = F,!(¢), where F; ! is the inverse
of the QoE function F, (which is monotonic in the range of
interest). Therefore, the optimization problem can be solved by

3This assumption will be removed in the simulations.

searching for the maximum ¢ that satisfies the rate constraint
in (11), i.e.,

1 —1
* _ —— ()
¢F =maxig: Xv:rv(l)lo <1}, (14)
and the associated rate-allocation vector is given by
—1 0y Iv(1
Yo = 10Fv'<¢>% for all v € V. (15)

Mapping to Admissible Encoding Rates: Once the tar-
get allocation vector I' = {y,} has been determined under the
assumption of continuously encoding rates, we need to find a
feasible allocation vector I'° = {y,”} such that, for each video
v, there exists an encoding rate r,(c) = y,’R. The solution
is obtained through the following recursive policy. For each
video v, we find the minimum compression level ¢ for which
the encoding rate does not exceed the allotted capacity, i.e.,

¢ =min{c : r,(c) < R}.

We then select the video v for which the gap between r,(¢)
and y,R is minimum, and set Y, = r,(¢)/R. Hence, we update
the amount of available resources as R <— R—r,(¢) and repeat
the process iteratively over the remaining videos.

B. Play-Out Buffer Analysis

We observe that the considered RM algorithms always
guarantee that the aggregate bitrate of the downloaded video
segments does not exceed the available channel capacity.
Consequently, the size* of the play-out buffer at the client
side will also remain approximately constant in time, except
for small oscillations due to the variations of the GOP rates
around their mean, which can be smoothed out by buffering a
few GOPs of video before starting the playback. In this way, it
is possible to avoid freezing events, while guaranteeing quick
starting of the video play. In the following, we propose an
approximate analysis of the play-out buffer size that guaran-
tees a smooth video playback with low probability of freezing
and rebuffering events.

Let 7, be the time duration of each GOP in the video
sequence v. Furthermore, let s’vl(c) be the size of the hth GOP
of the video, when encoded at compression level c. In princi-
ple, these values can be determined by the video server and
passed to the client (and the CHP) through the MPD descrip-
tor. However, for the sake of simplicity and generality, we
model these values as independent and identically distributed
random variables, with mean s,(c) = E[s(c)] and standard
deviation o,,(c), and we assume that only these two parameters
are passed to the client/CHP.

Let ng be the number of GOPs that are buffered by the client
before starting the playback. When the playback starts, a GOP
is fetched from the buffer every t, seconds, while new GOPs
arrive into the buffer from the network at uneven intervals. A
freezing event occurs whenever the time to download n new
GOPs exceeds the time to play ng+n GOPs or, in other terms,

4As customary, the size of the play-out buffer is here intended in terms of
playing time of the buffered video content, whose size in bytes depends on
the compression level of the video sequence.
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when the aggregate size of n GOPs, S, (n; c), exceeds the total
number of bits D, (n) that can be downloaded by the client
in the period (n + ng)t,. Assuming that the RM determines
the source rates by conservatively considering only a fraction
o € [0, 1] of the available link rate R, we have that s,(c) =
at,y, R, so that the aggregate size of the n GOPs is S, (n; ¢) =
> _yst(c), with mean u = nsy(c) = nat,y R, while the
total amount of data that can be downloaded in the playing
time of n+ny GOPs is D,(n) = 1.y, R(ng + n). The freezing
probability can then be expressed as Pr(n; ¢) = Pr[S,(n; c) >
D,(n)] = Pr[Sy,(n;¢) > n(l + §)], where § = %;O — 1.
We wish to determine the value of ng such that Pr(n;c) <
Pf*. for all n, where P; is the maximum acceptable freezing
probability. Applying the Chernoff bound, we then get

282[1,2
nAv(C)Z ’
where A, (c) is the difference between the max and the min
GOP sizes. Posing the right-hand side of (16) lower than or

equal to P} we get the following conservative criterion to
choose the size of the play-out buffer:

Pr(n;c) < exp(— (16)

A
no > folns o) = = () —n(l —a)
sy(c)
= BJ/n—(1—an, (17)
where, for ease of writing, we set
(18)

The right-hand side of (17) reaches it maximum for n* =

2
-a for which we get fo(n*; @) = 4({5_70(). Denoting by
Nmax the maximum number of GOPs in a video stream, we
can then set

no = By/min{nmax, n*} — (1 — a)ymin{nmax, n*}.

Using this approximation, it is possible to tune the play-out
buffer size to the characteristics of the specific video stream.
Note that, the smaller « (i.e., the larger the fraction of the link
rate that is not allocated to the sources to leave some capacity
in case of need), the smaller the play-out buffer required to
avoid freezing events. However, the value of ¢ will also be
affected by «, since the RM will choose more compressed
versions of the video streams to fit into the shrunk channel
capacity aR. For a given P}, there is then a tradeoff between
the delay to start the play out, which is approximately equal
to angty, and the quality of the streamed video.

Considering the test videos used in this study, by setting
o« = 1 (which allows for maximum video quality), we obtained
Ay(c)/sy(c) < 0.35 for all videos and all values of c. With
such values, eq. (19) returns a buffer size of ng >~ 10 GOPs
(about 3.6 seconds with GOP of 12 frames) when considering
video sequences of up to nmax = 500 GOPs (about 3 minutes)
and a freezing probability threshold P}k = 5%, while ny = 12
GOPs for P;‘ =1%.

19)

VII. SIMULATION RESULTS

Here we present the results of our simulation study, which
show the potential benefits, in terms of QoE and blocking
probability of the video connections, that can be achieved by
adopting the proposed mechanisms.

A. Simulation Scenario

To compare the performance of the VAC and RM algorithms
described above, we simulate a scenario where a transmission
link is shared among the users, e.g., the outbound link towards
the public Internet of a LAN. The VAC mechanism (running
in the edge router/proxy) intercepts all requests for new video
streaming sessions, and checks whether the additional traffic
flow can be accommodated without dropping the QoE of the
active videos below a certain SSIM threshold that we set to
F* = 0.95, which corresponds to good quality (MOS of 4, see
Tab. I).

The video generation process is simulated as a Poisson pro-
cess with & = 0.66 requests/s, where each video request refers
to a video randomly picked from the dataset. The simula-
tion provides a high-level picture of the system, neglecting
the low-level details of the HTTP protocol. Each new video
request triggers the VAC and RM modules, which use the
Q-R curve for that video as estimated by the RBM algorithm
to perform their decisions. When a new video is admitted into
the system, or an active video completes its playback, the
RM algorithm reassigns the resources, according to the cho-
sen policy. Note that, while the VAC and RM operate on the
estimated Q-R curves, the performance shown in the result sec-
tion refers to the actual SSIM of the active videos. Denoting
by T the average duration of a video sequence, we then
have an offered load of AT =~ 11 videos, which corresponds
to an aggregate rate request for full video quality of about
G ~ 161 Mb/s.

Video requests are processed by the VAC algorithms
described in Section VI, and resources are allocated accord-
ingly. In particular, we consider four different flavors of the
SF algorithm, corresponding to different choices of the SSIM
function F,(p), namely:

e SF-Exact based on the exact SSIM curve, i.e., F,(p) =
FY(p):

v

e SF-RBM-n based on the n-degree polynomial estimation
given by the RBM model, i.e., Fy(p) = F(p), with n €
{2, 3,4}.

The simulation has been implemented using MATLAB,
without the use of external libraries. We considered a practi-
cal, but somehow favorable scenario, where the link capacity
is stable and known and the Q-R characteristic of each video
is fixed in time.

B. Results

We compare the algorithms in terms of: (i) average num-
ber of admitted videos, (ii) average SSIM of admitted videos,
(iii) blocking probability of a video request, and (iv) qual-
ity outage probability, i.e., probability that the quality of
an accepted video drops below the minimum threshold F*
during the session. Note that with SF-Exact there is no
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Performance comparison of our proposed algorithms RF and SF when varying the channel capacity, where SF-Exact is the result based on the exact

SSIM curve, while SF-RBM-n is based on the n-degree polynomial estimation given by the RBM model.

quality outage, therefore this performance index captures the
impact of the SSIM estimation errors of the RBM-based
methods.

Fig. 8 shows the performance indices when varying the
channel rate R with respect to the nominal average rate request
G for full-quality videos. At first glance, we observe that
the SF policies always perform better than RF, and accept
more videos with above-threshold quality. This confirms that
content-aware admission and resource allocation policies are
much more effective than traditional content-agnostic policies
in a QoE framework. It is interesting to observe in Fig. 8(b)
that the average SSIM of the active videos is well above
the minimum required quality threshold F*. The reason is
that we considered the actual video rates obtained with the
different compression levels, so that resource allocation is
not able to use all the channel capacity, leaving part of it
unused. This effect is minimized when R/G ~ 0.05. If the
video coder were able to provide any desired bitrate value,
the quality for all video would have been equal to F*, when
considering a sufficiently large G. From Fig. 8(d) we also
note that the smaller the margin between the mean SSIM and
F*, the larger the quality outage probability of the SF-RBM
schemes. Having a smaller margin, in fact, offers less protec-
tion to SSIM estimation errors. When the average SSIM is way
larger than F*, instead, the probability that a SSIM estima-
tion error causes the actual video quality to drop below F* is
very low.

For what concerns the SF algorithms, we observe in
Fig. 8(a) that, on average, the SF-RBM polynomial approxi-
mations perform quite closely to the SF-Exact scheme. Hence,

the RBM-based prediction is nearly optimal and proves the
goodness of the training phase. A closer look at the results
reveals that SF-RBM-2 is slightly looser than the other SF
schemes in the admission process, allowing a moderately
larger number of videos in the system, with a little lower
average SSIM, as shown in Fig. 8(b). From Fig. 8(d), how-
ever, we note that the degree-2 approximation exhibits the
largest quality outage probability, which negatively impacts the
system performance due to the aforementioned nearly optimal
number of admitted videos. Conversely, the SF-RMB-3 and
SF-RMB-4 schemes perform in a comparable manner, with a
very small advantage of SF-RBM-3 over SF-RBM-4 in terms
of quality outage probability. Thus, we might suggest the use
of degree-3 predictions due to the slightly lower computa-
tional complexity and amount of signaling required in the
system.

VIII. IMPROVEMENTS AND OPEN CHALLENGES

The study presented in the previous sections was mainly
intended to prove the effectiveness of the machine-learning
approach to gain knowledge on the Q-R characteristics of a
video sequence from high-layer parameters and to show how
such a knowledge can be exploited by network management
algorithms to improve the service offered to the users. The
analysis has been carried out by considering a practical, but
somehow favorable scenario, in which we assumed homoge-
neous video sequences, with fixed and known Q-R character-
istics and stable communication resources. Furthermore, we
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neglected other important QoE metrics, such as the effect of
sharp quality variations.

In this section we provide a preliminary discussion of some
possible extensions of the proposed approach to overcome
these limits, leaving a more detailed analysis to future work.
Given its superior performance, we only consider the SSIM-
fairness RM criterion. As a first step, we relax some of the
assumptions regarding the Q-R characteristics of the video
sequences and the QoE metrics, by still assuming that the
multimedia flows are guaranteed a constant bitrate R. Then,
we address the case where the channel capacity may vary over
time.

A. Limiting Video Quality Variations

To avoid sharp variations of the video quality due to the
adaptation mechanisms, it is possible to resort to the smooth-
ing/hysteresis techniques proposed in the DASH literature.
However, the knowledge of the Q-R characteristics of each
video sequence makes it possible to choose the step of the
rate adaptation in a way that makes the quality variation less
perceivable. Consider, for example, the reduction of the SSIM
of current videos from ¢ to ¢’ to make space for a newcomer.
If the quality variation ¢ — ¢’ is small, so that the SSIM
gap is barely perceivable, then the rate change can be per-
formed immediately, irrespective of the actual rate gap, and
the new video can be directly admitted with quality ¢'. If,
instead, the SSIM gap is perceivable, then the rates should
be smoothly changed and the new video might be admitted
with some delay and/or with a lower initial quality which is
progressively and smoothly increased till ¢’. We observe that
the proper implementation of these mechanisms would require
the definition of a function d(¢, ¢, r) that quantifies the qual-
ity degradation due to variations of the SSIM from ¢ to ¢’
in a time ¢. To the best of our knowledge, the identification
of such a function is still an open and interesting research
challenge.

B. Varying O-R Characteristics

The video clips considered in our analysis were homoge-
neous in terms of Q-R characteristics. In general, however,
the Q-R curve may vary in consecutive video segments, e.g.,
because of scene changes. In this case, the VAC becomes
more complex. If the Q-R curve is known in advance for
all the video segments, the VAC can potentially predict the
resource assignments for the whole duration of the video
sequences (assuming the current system conditions would
not further change) and check whether the SSIM would
always be satisfactory. Moreover, it is possible to design rate
adaptation algorithms that temporarily increase the resource
share assigned to a flow (or reduce the video quality of
that flow) in order to fill the play-out buffer in previ-
sion of future segments of the same video with higher rate
requests.

To formalize these concepts, we can define gﬁ(go) as the
size of the ¢ segment of video v, when encoded at a level that
yields SSIM ¢. Adopting a conservative approach, we may

replace the feasibility condition in (14) with the following

1 &
ng ZZgﬁ(w) <RT;, forns;=1,2,..., Nymax.

Sp=1 v

(20)

where T is the time duration of a video segment, and Ny max 1S
an acceptable time horizon (e.g., the least number of residual
segments for the ongoing flows). Therefore, (20) is satisfied
when the aggregate bitrate required to download each of the
video segments at quality ¢ never exceeds the link capacity.
A new video is accepted into the system only if the max-
imum ¢ that satisfies (20) is not lower than the threshold
F*. A more aggressive (and resource-efficient) strategy may
consider a dynamic adaptation of ¢, while avoiding sharp qual-
ity variations. In this case, the feasibility condition can be
expressed as

1 &
— D> i(pe) <RT,, forng=1,2,.... Nymax.
A =1 v

s.t. d(@e, pes1, Ty) < d*.

where d(-) is the function described in Section VIII-A, and d*
is the maximum acceptable degradation due to quality varia-
tions. The analysis of these approaches, however, is left for
future work.

C. Variable Link Capacity

The analysis carried out so far assumes that the link capacity
reserved to multimedia flows is constant over time. In many
practical cases, however, the multimedia contents share the
channel with other flows, so that the capacity available to video
flows may vary in time. In this case, the RM algorithm should
be able to estimate the new available rate and adapt the quality
of the on-going flows accordingly. Since the capacity estimate
is generally noisy, however, it is not possible to guarantee a
minimum SSIM, or to completely avoid the risk of freezing
or sharp quality variations.

To gain insights on the possible effects of noisy channel
estimates, we model the link rate experienced when down-
loading the hth GOP of video v as ri’ = n(c) + wi’, where
ry(c) is the link capacity estimated by the RM algorithm
and w" is an estimate error term, which we assume to be
random, with zero mean and variance ar%v. Building upon
the analysis developed in Section VI-B, we can now express
the freezing probability as Pr(n) = Pr[S,(n) > D'(n)] with
D'(n) = v (y2R(n + no) + Y, 1° wh) = Dy(n) + Y (n) where
Y(n) has zero mean, so that E[S,(n) — Y(n)] = u, as in
Section VI-B. Then, repeating the steps of Section VI-B,
we get

- aA(c)

500

—n(l—a)=pvVn—(0—-an

3
VEr

where Al(c) > Ay(c) because of the additional vari-
ance due to rate estimation errors. Approximating A,(c)" as

no nlog
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k/o2(c) + 1202, (i.e., increasing the variance of the GOP
size to account for the channel capacity fluctuations), we get

aA(c) 1
— ~ |1og
sy(0) 19*

k1 [o2(c) + tzorzv

)/v (C)RTV P*

no = B'v/min{n*, npa} — (1 — a)mln
with n* = %.
Clearly, the size of the play-out buffer impacts the initial
delay 7p. A rough estimate of tp can be obtained by assum-
ing that the aggregate size of the initial nyp GOPs is equal to
npsy(c) = npatyy, R and that these GOPs are downloaded at
the assigned share of the nominal link rate, i.e., R, so that
we get 79 = angt,. From this result and (21), we see that
the smaller «, the lower 5. On the other hand, the smaller
o, the lower the quality of the segments downloaded by the
CHP. There exists then a tradeoff between the initial play-
back delay and the average quality of the video when varying
a. Fig. 9 shows such a tradeoff for a few sample videos,
when using both the SF (dashed line) and RF (solid lines)
RM algorithms. The plot has been obtained by setting k = 7,
ay(c)/sy(c) = 5%, Pf = 5%, and o,, = 0.01. The results
show that SF makes it possible not only to offer the same
quality to all video sequences, but also to provide the same
playback delay for a certain quality level. RF, instead, can
give better quality (or lower playback delay) to certain videos,
while others will suffer very poor quality, even when the initial
delay is allowed to be large.

B =

21

nmax

IX. CONCLUSIONS AND FUTURE DIRECTIONS

We designed a framework for video admission control in
wireless systems that exploits machine learning algorithms to

optimize resources management. By means of simulation, we
showed that our proposal outperforms offline video analysis
techniques in terms of the trade-off between QoE delivered
and computational costs.

One promising future direction to further improve the
proposed method could be to extend the unsupervised learning
phase by using a richer input vector, including other encod-
ing parameters, and a deeper architecture, thereby considering
a hierarchical generative model of the data distribution [43].
However, more complex models usually need larger training
datasets, which must provide enough statistical information to
extract a good set of descriptive features. An important step
would therefore be to also increase the amount of data used
to train the generative model, which can be accomplished by
collecting more videos or integrating other available datasets
into the framework. Finally, exploiting unsupervised learning
to build an expressive set of high-level features allows great
flexibility to the proposed framework, which can be used to
transfer knowledge across several tasks [65].
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