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a b s t r a c t

Neuroimaging studies attempting to isolate the neural substrate of visual short-term memory in humans
have concentrated on the behavior of neurons populating the posterior part of the parietal cortex as a pos-
sible source of visual short-term memory capacity limits. Using a standard change-detection task, fMRI
studies have shown that maintenance of bilaterally encoded objects elicited bilateral increases of hemo-
dynamic activation in the intra-parietal and intra-occipital sulci (IPS–IOS) proportional to the number of
objects retained in visual short-term memory. We used a spatially cued variant of the change-detection
task to record hemodynamic responses to unilaterally encoded objects using functional near-infrared
spectroscopy (fNIRS). Electrophysiological studies that employed this task have shown that mainte-
nance of unilaterally encoded objects elicited posterior unilateral (contralateral) increase in event-related
negativity proportional to the number of objects retained in visual short-term memory. We therefore
ntra-parietal sulcus
examined whether contralateral increases in oxy-hemoglobin concentration correlated with the number
of retained objects. Contrary to the idea that bilateral increases in BOLD responses and unilateral increases
in event-related negativity may be different reflections of the same underlying neural/functional pro-
cessing, memory-related increases in oxy-hemoglobin concentration were found bilaterally even when
objects had to be encoded unilaterally. The present findings suggest that EEG and fMRI/fNIRS techniques

atur
reveal distinct neural sign

. Introduction

Despite the extensive cortical structures specialized for vision
e.g., Zeki, 1993) and widely distributed cortical networks involved
n visual short-term memory (VSTM; e.g., Cohen et al., 1997), our
nternal representation of the visual world is surprisingly sparse
Rensink, 2000a,b). It includes just a minuscule fraction of the
nformation physically available for visual inspection. Behavioral
nvestigations have converged to an estimate of VSTM capacity of
ust 3–4 objects (Cowan, 2001; Irwin, Brown, & Sun, 1988; Luck

Vogel, 1997; Rouder et al., 2008; Wheeler & Treisman, 2002).
lthough neurons showing sustained activation during the reten-
ion of VSTM objects populate a number of cortical regions of the
uman brain, including areas of the frontal and prefrontal cortex
Cohen et al., 1997; Courtney, Ungerleider, Keil, & Haxby, 1997;
ee & Jonides, 2009; Pessoa, Gutierrez, Bandettini, & Ungerleider,
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es of the mechanisms supporting visual short-term memory.
© 2010 Elsevier Ltd. All rights reserved.

2002), recent neurophysiological investigations have concentrated
on an interesting property of neurons in posterior, parieto-occipital,
regions that makes them particularly important vis-à-vis the issue
of VSTM storage limits. Differently from neurons in other cortical
areas, fMRI studies have revealed that blood oxygen level depen-
dent (BOLD) responses recorded in posterior parietal regions tend
to increase with the number of objects encoded in VSTM, but only
up to VSTM capacity, leveling-off thereafter (Beck, Rees, Frith, &
Lavie, 2001; Harrison, Jolicœur, & Marois, 2010; Robitaille et al.,
2010; Todd & Marois, 2004; Xu & Chun, 2006).

Todd and Marois (2004), for instance, monitored the activity of
neurons in the entire brain using fMRI and they looked for neurons
with activity levels that increased with increasing memory load
and reached a plateau in activity when memory performance also
reached a plateau. They found such neurons in the intra-parietal
sulcus (IPS) and intra-occipital sulcus (IOS) during the retention
interval of a change-detection task. In this task, a memory array of

objects must be compared with a probe array of objects presented
shortly afterwards for detection of a change affecting a single object.
The interval elapsing between memory and probe arrays was long
enough that the task could not be performed on the basis of sen-
sory persistence (Coltheart, 1980; Phillips, 1974) triggered by the

dx.doi.org/10.1016/j.neuropsychologia.2010.12.009
http://www.sciencedirect.com/science/journal/00283932
http://www.elsevier.com/locate/neuropsychologia
mailto:dar@unipd.it
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bjects shown in the memory array. It is assumed that encoded
bjects must be maintained in VSTM for successful performance
n this task (Vogel, Woodman, & Luck, 2001). During the retention
nterval, the BOLD response elicited by the activity of IPS–IOS neu-
ons correlated with VSTM load, showing a signal increase as the
umber of to-be-memorized objects was increased from one to four
bjects. No further increase in the BOLD response was observed
hen the number of to-be-memorized objects exceeded VSTM

apacity, suggesting that processing in this brain region is severely
apacity limited, or receives input from a capacity-limited system.
mportantly, IPS–IOS neurons were shown to be insensitive to per-
eptual load (the total number of items shown), because the BOLD
esponse elicited by an array of objects displayed in a simple detec-
ion task, which was designed to impose minimal requirement on
STM resources, was unaffected by variations in the number of
bjects displayed (but see Mitchell & Cusak, 2008, for divergent
ndings).

Extensive explorations of the neural reflections of VSTM storage
ave also been conducted using a variant of the change-detection
ask and the event-related potential (ERP) approach. In this vari-
nt, the memory array is preceded by a centrally displayed arrow
ue that points to the side of the screen from which partici-
ants encode visual objects that must be committed to memory.
bjects on the other side must be ignored. ERPs recorded during

he retention of lateralized objects have been shown to be more
egative at posterior electrode sites over brain regions contralat-
ral to the side of presentation of the remembered objects than
t electrode sites over ipsilateral brain regions (Klaver, Talsma,
ijers, Heinze, & Mulder, 1999). This particular ERP response,

abeled sustained posterior contralateral negativity (SPCN) by some
Jolicœur, Brisson, & Robitaille, 2008; Luria, Sessa, Gotler, Jolicœur,
Dell’Acqua, 2009), or contralateral delayed activity (CDA) by oth-

rs (Vogel & Machizawa, 2004; Vogel, McCollough, & Machizawa,
005), increases in amplitude as the number of items to be remem-
ered is increased, but only up to VSTM capacity, leveling-off
hereafter. Furthermore, SPCN variations modulated by memory
oad can predict individual differences in VSTM capacity (Vogel &

achizawa, 2004). These results make a strong case for a func-
ional interpretation of the SPCN as a neurophysiological index
f retention in VSTM that has been corroborated in a number
f recent studies (Dell’Acqua, Sessa, Jolicœur, & Robitaille, 2006;
kkay, McCollough, & Vogel, 2010; Jolicœur, Sessa, Dell’Acqua,

Robitaille, 2006; Jolicœur, Sessa, DelLeRobitaille, Grimault, &
olicœur, 2009; Lefebvre, Jolicœur, & Dell’Acqua, 2010; Luria et al.,
009; McCollough, Machizawa, & Vogel, 2007; Perron et al., 2009;
redovan et al., 2009; Prime, Dell’Acqua, Arguin, Gosselin, &
olicœur, 2010; Prime & Jolicœur, 2009; Robitaille, Grimault, &
olicœur, 2009; Thériault, De Beaumont, Tremblay, Lassonde, &
olicœur, 2010).

The isomorphism between memory-related BOLD responses
ecorded at IPS–IOS and the SPCN component of the ERP suggests
hat IPS–IOS neurons are part of the neural circuitry responsible
or VSTM capacity limits. It is difficult to establish this functional
nterpretation with brain imaging methods, however, because of
he general correlational nature of the measures. One could imag-
ne, for example, that IPS–IOS neuronal activity reflects not the
apacity limits of VSTM, per se, but rather some other constraint
orrelated with memory capacity, such as a limit in attentional
echanisms, or perhaps a limit imposed by capacity-limited mech-

nisms implemented in the frontal cortex (e.g., Johnson, Spencer,
uck, & Schöner, 2009). Alternatively, perhaps the behavior of

PS–IOS is not specific to VSTM, but rather is a reflection of a general

emory constraint that is independent of sensory modality (Saults
Cowan, 2007).
Another important consideration is that early visual processing

n striate areas is retinotopically organized. The retinotopic orga-
ia 49 (2011) 1611–1621

nization becomes coarser but still generally preserved as visual
processing continues in higher-level, extra-striate visual areas
(Aguirre, Zarahn, & D’Esposito, 1998; Jack et al., 2007; Zeki, 1993).
At the coarsest level, the left and right halves of visual space are
contralaterally represented in distinct cerebral hemispheres. The
contralateral organization of the visual space seems to be gener-
ally retained in the lower portion of the dorsal visual stream up
to and including the intra-parietal sulcus (IPS; Sereno, Pitzalis, &
Martinez, 2001), and in inferior regions of the temporal cortex
(Chelazzi, Miller, Duncan, & Desimone, 1993). The fact, therefore,
that SPCN activity manifests itself as increased negative activity
recorded at sites contralateral to the side of to-be-memorized infor-
mation conforms nicely to the spatial organization of the visual
information processed by IPS–IOS neurons. Crucially, to our knowl-
edge, only one study has reported enhanced BOLD responses in
posterior parietal regions contralateral to the side of presenta-
tion of lateralized to-be-memorized visual objects (Robitaille et al.,
2010). In this study, larger load effects were found contralaterally
to encoding side of visual stimuli for EEG and MEG results, with a
clear plateau at VSTM capacity. This result, however, was not found
for the BOLD response, for the same subjects, tested in fMRI in very
similar paradigms. The BOLD response was larger in contralateral
IOS/IPS than in ipsilateral cortex, but this difference did not plateau
when memory could no longer hold more items. Interestingly, an
earlier report by Robitaille et al. (2009) suggested that, although
MEG revealed a larger contralateral load effect, during the retention
of visual stimuli, there was also a strong load-dependent ipsilateral
response. Robitaille et al. concluded that this pattern of response
was more likely to be associated with perceptual or attentional
mechanisms than with mechanisms of VSTM, per se.

Scope of the present work was to further explore the intrigu-
ing dissociation between the EEG results and those from fMRI and
MEG suggested by the results of Robitaille et al. (2010), i.e., the
only study so far that to our knowledge has employed the cued
variant of the change-detection task with the concomitant record-
ing of hemodynamic activity. To determine whether the increase
in BOLD response associated with increases in VSTM load is larger
in contralateral cortex, or differs in other ways from the ipsilateral
response, we used the cued variant of the change-detection task
and the functional near-infrared spectroscopy (fNIRS) technique to
estimate the hemodynamic response recorded at the same regions
of interest (ROIs) explored by Todd and Marois (2004) and others
(e.g., Harrison et al., 2010; Robitaille et al., 2010; Song & Jiang, 2006;
Xu & Chun, 2006). Similarly to fMRI, fNIRS permits measurements
of local, functionally related, hemodynamic changes in the brain
(e.g., Villringer, Planck, Hock, Schleinkofer, & Dirnagl, 1993). Unlike
fMRI, however, which records signals based on the paramagnetic
properties of deoxy-hemoglobin (HbR), fNIRS detects changes in
the optical properties of the cortical surface mediated by variations
in local hemodynamic activity. The method can estimate variations
in the concentration of both HbR and oxy-hemoglobin (HbO). The
sum of HbR and HbO concentrations provides an estimate of total
blood volume (HbT) in a circumscribed brain region. In addition
to providing an estimate of HbO (which cannot be estimated with
fMRI), fNIRS systems can sample the changes in HbO and HbR con-
centration at a higher temporal resolution than is typically used in
fMRI, which could potentially provide a more detailed picture of
the dynamics of cortical activations during the execution of var-
ious cognitive tasks. These theoretical comparisons of fMRI and
fNIRS have recently been confirmed by an influential fMRI–fNIRS
co-registration study (Huppert, Hoge, Diamond, Franceschini, &

Boas, 2006), showing that BOLD response is highly correlated with
HbR concentration (r = .98), less correlated with HbO concentra-
tion (r = .71), and least correlated with HbT concentration (r = .53).
However, HbR variations detected with fNIRS are well known to be
characterized by a poorer signal-to-noise ratio with respect to HbO
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nd HbT variations (Strangman, Culver, Thompson, & Boas, 2002;
amamoto & Kato, 2002), and the activation-signal amplitude of
bR is usually halved under the same stimulation circumstances

elative to that of HbO (Maki, Yamashita, Watanabe, & Koizumi,
996; Sato, Kiguchi, Kawaguchi, & Maki, 2004).

In summary, in the present work we used fNIRS to study brain
esponses produced by changes in VSTM load, and particularly
o examine whether VSTM load effects elicited by unilaterally
ncoded stimuli were themselves lateralized to the contralateral
ortion of the posterior parietal cortex, and magnified with respect
o possible VSTM load effects detected ipsilaterally to the visual
emifield including the to-be-memorized objects.

. Experiment

.1. Method

.1.1. Participants
Thirteen right-handed students at the University of Padova (6 females, mean age

3.4 years ± 2.8) participated after providing informed consent. All had normal or
orrected-to-normal vision, and normal color vision. No participant reported a prior
istory of neurological or psychiatric disorder, and none was under medication at
he time of testing.

.1.2. Stimuli, design, and procedure
The stimuli were equiluminant (40 cd/m2) colored squares with a side of 1◦ of

isual angle at a distance of 60 cm, that were displayed on a black (7 cd/m2) back-
round on a cathode-ray tube monitor controlled by a microcomputer running MEL
.0 Software. The colors were yellow, red, blue, green, white, cyan, orange, and vio-

et. The colored squares occupied random positions within two rectangular regions
f the screen, one to the left and one to the right of the center of the screen, that mea-
ured 3.5◦ (width) × 7.0◦ (height), with the constraint that the distance between the
enters of two adjacent squares could be no shorter than 2◦ . The distance between
he inner boundary of each rectangular region and the center of the screen measured
.8◦ .

The experiment was conducted in a sound-attenuated and dimly lit room. A
chematic illustration of the sequence of events on a typical trial is shown in Fig. 1.
ach trial started with the presentation of a plus sign at the center of the screen
or 2 s. The plus sign was then replaced by a small circle (0.4◦) for 600 ms, alerting
articipants to the upcoming presentation of the first (memory) array of colored
quares. The alerting circle, which remained on the screen throughout the entire
rial, was then flanked by an arrow head pointing to the left or to the right side of
he screen, for 400 ms. The offset of the arrow head was followed by a 300 ms blank
nterval, and then by the presentation of the memory array, which remained visible
or 300 ms. The memory array was composed of either four or eight colored squares,
venly distributed to the left/right of fixation (i.e., either two on each side, or four on
ach side). The squares were always of different colors. Following the memory array
ffset, a 1400–1600 ms blank interval, jittered randomly in steps of 20 ms, elapsed
efore the presentation of the second (probe) array of colored squares, that were
isplayed in the same positions as those occupied by the squares displayed in the
emory array. The probe array remained in view until a response was detected (see

elow), or for a maximum duration of 3 s.
Participants were instructed to maintain their gaze at fixation, and memorize

he color of the squares on the side of the memory array cued by the arrow head. They
ere informed that, on a random half of the trials, the color of one of the squares
ould change between the memory and probe arrays. Following the onset of the
robe array, participants had to press, without speed pressure, one of two appropri-
tely labeled keys of the computer keyboard to indicate whether a change in color
ad occurred or not. Following the response, or after a maximum of 3 s without a
esponse, a 10–14 s intertrial interval (jittered randomly in steps of 500 ms) elapsed
efore the presentation of the plus sign for the next trial, which was replaced by a
inus sign in case of an incorrect or undetected response on the previous trial, in

rder to provide ongoing feedback to participants about their performance. Trials
ere organized in 6 blocks of 24 trials (with a short pause between blocks). In each

lock, each combination of response (target present vs. target absent), number of
o-be-memorized squares (2 vs. 4), and stimulus side (left vs. right) was equiprob-
ble and the trial order within each block was randomized at run-time for each
articipant.

.1.3. fNIRS apparatus and data acquisition
The recording optical unit was a multi-channel frequency-domain NIR spec-
rometer (ISS ImagentTM, Champaign, Illinois), equipped with 28 laser diodes (14
mitting light at 690 nm, and 14 at 830 nm) modulated at 110.0 MHz. The diode-
mitted light was conveyed to the participant’s head by multimode core glass optical
bers (heretofore, sources; OFS Furukawa LOWOH series) with a length of 250 cm
nd a core diameter of 400 �m. Light that scattered through the brain and exit-
ng the head was collected by detector optical fiber bundles (3 mm of diameter)
Fig. 1. Sequence of visual events on a typical trial of the present change-detection
task (see text for details).

to 4 photo-multiplier tubes (PMTs; R928 Hamamatsu Photonics). The PMTs were
modulated at 110.005 MHz, generating a 5.0 KHz heterodyning (cross-correlation)
frequency. To separate the light as a function of source location, the sources time-
shared the 4 parallel PMTs via an electronic multiplexing device. Only two sources
(one per hemisphere) were synchronously (t = 4 ms) active (i.e., emitting light),
resulting in a final sampling period of 128 ms (f = 103/128 = 7.8125 Hz) after dual-
period averaging. Following detection and amplification by the PMTs, the optical
signal was converted into temporal variations (�) of oxy-hemoglobin (�HbO) and
deoxy-hemoglobin (�HbR) concentration. These values are known to depend on
age (Schroeter, Zysset, Kruggel, & von Cramon, 2003), and were therefore corrected
for the differential-pathlength factor (DPF; Cope & Delpy, 1988) using the equations
described by Duncan et al. (1996):

DPFHb0 = 5.13 + 0.07 × (age0.81) (1)

DPFHb0 = 5.13 + 0.07 × (age0.81) (2)

Horizontal EOG (HEOG) was recorded bipolarly from tin electrodes positioned
on the outer canthi of both eyes, referenced to the left earlobe. HEOG and right
earlobe electrical activity were amplified and band-passed at 0.01–80 Hz using a
Grass CP122 AC/DC amplifier. HEOG signal was conveyed to an auxiliary channel of
the fNIRS apparatus and sampled at 7.8125 Hz (i.e., the sampling frequency of the
fNIRS). Impedance at each electrode was maintained below 5 K�. HEOG activity was
re-referenced offline to the average of the left and right earlobes, and segmented
into baseline-corrected 1200 ms epochs starting 200 ms prior to the onset of arrow
head until the offset of the memory array.

2.1.4. fNIRS probe placement procedure
Sources and detectors were held in place on the scalp using a custom-made

holder and velcro straps. Each source was composed of two source optical fibers, one

for each wavelength. The distance between each source/detector pair (heretofore,
channel) was L = 30.0 mm, so as to equate channels for optical penetration depth
into the cortical tissue (about 20 mm; see Franceschini, Toronov, Filiaci, Gratton,
& Fantini, 2000). The position of each channel coincided with the 20 mm cerebral
projection of the midpoint of the source-detector distance. This probe arrangement
included 18 channels, providing 18 measurements for HbO and 18 for HbR.
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Table 1
Results of ipsilateral vs. baseline and contralateral vs. baseline comparisons for both concentration indices. From left to right: left/right labels of each symmetrical channel,
MNI coordinates of the channels (negative x coordinates for the left hemisphere and positive x coordinates for the right hemisphere), corresponding Brodmann areas, and
z-scores of �HbO and �HbT.

Ch. MNI
coordinates

Region BA Ipsilateral vs. baseline
(z scores)

Contralateral vs.
baseline (z scores)

HbO HbT HbO HbT

A1/C1 −28 −62 70
29 −60 71

L/R sIPS 7 2.16 2.01 2.51 2.60

A2/C2 −39 −59 64
37 −58 63

L/R sIPS 7 2.38 2.16 1.98 1.90

A3/C3 −43 −67 54
41 −68 55

L/R ANG 39 1.82 2.03 1.95 1.94

A4/C4 −37 −75 52
39 −76 51

L/R IPS 7 1.95 1.90 2.23 1.98

A5/C5 −25 −76 58
27 −74 60

L/R pSPL 7 2.09 2.07 1.93 1.91

B3/D3 −46 −74 39
47 −73 40

L/R ANG 39 1.97 1.73 2.10 1.84

B4/D4 −38 −81 38
37 −82 38

L/R IPS–IOS 19 2.69 2.10 2.52 2.17
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B6/D6 −51 −74 23
51 −73 24

L/R LOC 1

B7/D7 −38 −86 24
37 −85 23

L/R SOC 1

The spatial arrangement of source/detector pairs on the scalp was determined
sing a new probe placement approach (Cutini et al., 2010), based on the combined
se of a physical model of the head surface of the ICBM152 template (ICBM152-PM)
nd a 3D neuronavigation software (Brain SightTM, RogueResearch). The stereotaxic
oordinates of the cerebral ROIs investigated in the present experimental context
verlapped with the ROIs reported in the fMRI studies of Todd and Marois (2004)
nd Xu and Chun (2006). Starting from these stereotaxic coordinates, the procedure
eveloped by Cutini et al. (2010) was used to achieve a consistent, standardized
ositioning of the fNIRS channels on the scalp of each participant, so as to tar-
et the chosen stereotaxic coordinates based on those fMRI results. The procedure
omprised the following three steps.

The 3D neuronavigation system was first used to individuate on the head surface
f the ICBM152-PM template the projections of the target ROIs and estimate the MNI
oordinates of the channels on the ICBM152 brain template, digitizing the midpoints
f each source/detector pair with a cortical penetration depth of 20 mm and the head
urface points of sources and detectors. The MNI coordinates and corresponding
rodmann areas of the channels are reported in Tables 1 and 2.
The channels were then anatomically labeled using a probabilistic atlas
Brede Database, http://neuro.imm.dtu.dk/services/jerne/brede). The sources on
ach hemisphere were numbered from 1 to 7. Left-hemisphere detectors were indi-
ated with the letters A/B, and right-hemisphere detectors with the letters C/D.
hannels A1/C1 and A2/C2 recorded activity from the superior IPS (sIPS), A3/C3 from

able 2
esults of load-2 condition vs. baseline and load-4 condition vs. baseline comparisons for
hannel, MNI coordinates of the channels (negative x coordinates for the left hemisphe
reas, and z-scores of �HbO and �HbT.

Ch. MNI
coordinates

Region BA

A1/C1 −28 −62 70
29 −60 71

L/R sIPS 7

A2/C2 −39 −59 64
37 −58 63

L/R sIPS 7

A3/C3 −43 −67 54
41 −68 55

L/R ANG 39

A4/C4 −37 −75 52
39 −76 51

L/R IPS 7

A5/C5 −25 −76 58
27 −74 60

L/R pSPL 7

B3/D3 −46 −74 39
47 −73 40

L/R ANG 39

B4/D4 −38 −81 38
37 −82 38

L/R IPS–IOS 19

B6/D6 −51 −74 23
51 −73 24

L/R LOC 19

B7/D7 −38 −86 24
37 −85 23

L/R SOC 19
1.67 n.s. 1.69 n.s.

2.17 2.03 2.29 2.29

the angular gyrus (ANG), A4/C4 from the IPS, A5/C5 from the posterior part of the
superior parietal lobule (pSPL), B3/D3 from the ANG, B4/D4 from the region at the
intersection between IPS and IOS, B6/D6 from regions adjacent to the lateral occipital
cortex (LOC), and B7/D7 from the superior occipital cortex (SOC). The resulting spa-
tial arrangement of sources and detectors on the head surface is illustrated in Fig. 2a.
The channels overlaid onto the ICBM152 brain template are illustrated in Fig. 2b.
Both Fig. 2a and 2b were generated after remapping the stereotaxic points onto the
ICBM152 template using MRIcron (http://www.sph.sc.edu/comd/rorden/mricron/;
for details, see Cutini et al., 2008).

The standardization across participants of the probe placement was finally
achieved by relying on the bidirectional correspondence between 10–10 points
(Nuwer et al., 1998) and the MNI coordinates of their cerebral projections (Okamoto
et al., 2004). Three 10–10 reference points for each hemisphere were selected as
landmarks, namely, Pz for both hemispheres, PO3/P5 for the left hemisphere, and
PO4/P6 for the right hemisphere. The spatial arrangement of each set of landmarks
generated a well-defined and consistent spatial binding that allowed us to standard-
ize the probe placement across participants. The pair of ‘5’-sources was positioned

symmetrically 1.5 cm below and left/right of Pz. The midpoint between ‘4’-sources
and ‘7’-sources coincided with PO3 and PO4, respectively. Left-hemisphere and
right-hemisphere ‘6’-sources coincided with P5 and P6, respectively. The degree
of precision achieved with this procedure is comparable with that obtained using
different approaches (Okamoto et al., 2004; Singh, Okamoto, Dan, Jurcak, & Dan,

both concentration indices. From left to right: left/right labels of each symmetrical
re and positive x coordinates for the right hemisphere), corresponding Brodmann

Load-2 vs. baseline (z
scores)

Load-4 vs. baseline
(z scores)

HbO HbT HbO HbT

2.26 2.19 2.49 2.36

2.15 2.06 2.18 1.86

1.71 1.89 1.80 1.83

1.83 1.80 1.99 1.83

1.95 2.01 2.16 2.04

1.85 n.s. 2.12 1.80

2.42 1.85 2.47 2.15

1.69 n.s. 1.63 n.s.

2.27 2.18 1.95 1.97

http://neuro.imm.dtu.dk/services/jerne/brede
http://www.sph.sc.edu/comd/rorden/mricron/


S. Cutini et al. / Neuropsychologia 49 (2011) 1611–1621 1615

F d circ
t rcles)

2
p

2

s
o
f
i
i
i
a

g
m
a
c
c
f
z
1
a
a
a
d
t
e
t
D
s
G
m
m
r
T
S
e
c
a
e
s
m

t
l
s
d
y
e
h
c
i
w
n

ig. 2. Probe placement on the ICBM152 template (occipital view). (a) Sources (re
emplate; (b) Cerebral projections of sources (white circles) and detectors (black ci

005), yielding a worst-case average error that is below the spatial resolution of the
resent fNIRS setup.

.1.5. fNIRS data processing and analysis
All the computations described in this section were performed using a custom

oftware written in Matlab R2008b (The Mathworks, Natick, MA, USA) and details
f the algorithms employed for data preprocessing and signal estimation can be
ound in Scarpa et al. (2010). Individual hemodynamic responses were segmented
nto 15 s trials starting from the onset of the memory array. Trials associated with an
ncorrect response and/or with an HEOG amplitude exceeding ±30 �V during the
nterval from the onset of the arrow cue presentation and the offset of the memory
rray (8%) were discarded from analysis.

Trials were first divided into the four cells of the present experimental design
enerated by the orthogonal combination of the factors load (2 vs. 4 to-be-
emorized colored squared displayed in the cued visual hemifield; hereafter, load-2

nd load-4) and side (to-be-memorized colored squares displayed ipsilaterally vs.
ontralaterally relative to a given recording channels; hereafter, ipsilateral and
ontralateral, see below for further details). A sequence of operations was then per-
ormed for each subject, channel and condition. The optical signal of each trial was
ero-mean corrected by subtracting the mean signal intensity recorded during the
5 s period from signal value sampled during the 15 s period. This procedure was
dopted to reduce the impact of low-frequency physiological noise on the signal
veraged across trials. Two algorithms were then applied for artifact removal. First,
custom procedure based on Grubbs’ (1969) test was separately applied on the

ataset in each condition. An artifact rejection threshold was set to the mean concen-
ration value at a given sampling time-point ±2.5 SDs. Trials with one or more values
xceeding the Grubbs’ threshold were discarded from analysis (1%). The remaining
rials were successively filtered using the outlier removal algorithm proposed by
evaraj (2005), which considers variations in concentration of the hemodynamic

ignal throughout the entire trial rather than considering single time-points as the
rubbs’ test. The mean value and the difference between the maximum and mini-
um values (range) were calculated considering all trials in a given condition. The
ean value and range were also calculated for each single trial. Single-trial mean and

ange values were then compared with the mean values of all trials in that condition.
rials characterized by a range or mean value greater than the condition mean ± 2.5
Ds were discarded from analysis (2%). Signal averaging of all remaining trials in
ach condition was then performed. Noisy channels (with SD > 800 nM) were dis-
arded from analysis (1.1%). The averaged hemodynamic signal was smoothed with
Savitzky and Golay’s (1964) filter with polynomial order equal to 3 and frame size
qual to 25 time-points (i.e., 3.2 s). The resulting signal was baseline-corrected by
ubtracting the mean signal intensity in the 0–500 ms interval from the onset of the
emory array from the averaged hemodynamic signal.

A first series of exploratory fNIRS data analyses was carried out to pinpoint
he hemodynamic responses separately in the ipsilateral, contralateral, load-2 and
oad-4 conditions against baseline activity. In these analyses, mean �HbO and �HbR
ignal intensities during vascular response in a 6.5–8.5 s interval post memory-array
isplay were calculated for each subject and condition. In order to perform an anal-
sis similar to that usually conducted in ERP investigations of lateralized VSTM,

ach channel of one hemisphere was pooled with its symmetrical one of the other
emisphere (e.g., A3 with C3). For each symmetrical channel pair, �HbO and �HbR
oncentration values contralateral to the cued hemifield were calculated by averag-
ng data recorded at left-sided channels when the to-be-memorized colored squares

ere displayed in the right visual hemifield and data recorded at right-sided chan-
els when the to-be-memorized colored squares were displayed in the left visual
les) and detectors (black circles) overlaid on the head surface of the ICBM152-PM
overlaid on the ICBM152 brain template.

hemifield. Ipsilateral �HbO and �HbR concentration indices were calculated with
an analogous algorithm by averaging data at the complementary channels. The same
calculations were performed for the load-2 and load-4 conditions. By repeating the
same procedures for each pair of channels, we obtained three individual optical
maps (�HbO, �HbR, and �HbT) for each condition. The optical maps were ana-
lyzed (via one-tail t-tests) to identify the channels showing a significant activation
increase relative to baseline for each concentration index and condition.

A second set of analyses capitalized on the higher sampling frequency of fNIRS
(relative to fMRI) so as to produce per-subject estimates of the latency at which the
hemodynamic response reached its peak value and relative response amplitude. To
do so, the time at which the individual hemodynamic response reached the max-
imum value in the 0–10 s temporal window following the onset of the memory
array was calculated. Peak latency was then used to derive the amplitude of indi-
vidual hemodynamic response by calculating the mean value of the hemodynamic
concentration in a 2 s time-window centered on peak latency. A set of individual
optical maps in the contralateral condition and a set of individual optical maps in
ipsilateral condition were generated based on the hemodynamic concentrations
obtained with the individual peak-based approach. The two sets of maps were com-
pared via t-tests to isolate the ROIs associated with a distinguishable lateralized
hemodynamic response. The ROIs showing such a response were further exam-
ined for the presence of joint effects of side and load manipulations, predicted on
the hypothesis of increased memory load effects in the hemisphere contralateral
to the side of presentation of the to-be-encoded objects. All t-tests conducted on
the concentration values were corrected for multiple comparisons using the false
discovery rate method of Benjamini and Hochberg (1995; FDRBH). The q value spec-
ifying the maximum FDR was set to .1, such that no more than 10% false positive
could be included, on average, in the set of significantly active channels. In the fNIRS
analyses, significant t values were converted into z scores to create z-maps. The z
score of each channel pair was mapped onto an overlay map (1 mm3 voxel size) at
the correspondent midpoint expressed in MNI coordinates using the Nifti toolbox
(Neuroimaging Informatics Technology Initiative, http://www.nifti.nimh.nih.gov).
A Gaussian blurring filter (SD = 10 mm) was applied to the overlay map to approxi-
mate the area covered by each channel. The resulting z-map was overlaid onto the
ICBM152 brain template using MRIcron Software.

2.2. Results

Data from two participants were discarded from analysis, in one
case for behavioral performance not distinguishable from chance,
and in the other case for problems with the fNIRS apparatus that
occurred during data recording. All analyses described in the forth-
coming paragraphs were carried out on data from the remaining
eleven participants.

2.2.1. Behavior
The individual proportions of correct responses were submit-
ted to analysis of variance (ANOVA) considering load and side
as within-subject factors. The analysis revealed a less accurate
performance in the load-4 condition (.79) than in the load-2 condi-
tion (.95; F(1, 10) = 72.6; p < .001). The factor side and interaction
between side and load were not significant (Fs < 1). Individual

http://www.nifti.nimh.nih.gov/
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ig. 3. Statistical (z) �HbO maps of the ipsilateral vs. baseline comparison (upper pa
iew, top view and left temporal view. The z-maps have been overlaid onto the ICB

owan’s (2001) K indices were calculated separately for each load
ondition (load-2: K = 1.79; load-4: K = 2.31). These values differed
ignificantly (F(1, 10) = 11.2; p < .01). An ANOVA considering the
ame factors was conducted on the individual mean RT recorded
n trials associated with a correct response. The analysis revealed
main effect of load (F(1, 10) = 33.2; p < .001), reflecting longer

T in the load-4 condition (1151 ms) than in the load-2 condi-
ion (1040 ms). No other factor or interaction in this analysis were
ignificant.

.2.2. fNIRS
The fNIRS z-maps in the ipsilateral and contralateral conditions

gainst baseline activation for �HbO are graphically illustrated in
ig. 3. Positive z values were also found for �HbT (see Table 1) but
ot for �HbR. Given that �HbT is the sum of �HbO and �HbR, the

ollowing analyses are focused on �HbO values.
As Fig. 3 suggests, the z-maps for the ipsilateral and contralateral

onditions show a high degree of similarity. �HbO z-maps show
diffused neural activation extending over most of the regions

nvestigated by the present optode placements. �HbO concentra-
ion values indicate that all investigated channels were active in
oth the ipsilateral and contralateral conditions. z-maxima were
bserved at B4/D4 (IPS–IOS), in both the ipsilateral (z = 2.69, p < .05)
nd contralateral (z = 2.52, p < .05) conditions. The other region that

ielded high z values was sIPS, with z = 2.51 (p < .05) for A1/C1 in the
ontralateral condition and z = 2.38 (p < .05) for A2/C2 in the ipsilat-
ral condition. This result indicates that both IPS–IOS and sIPS were
trongly involved in the retention phase of the change-detection
ask.
nd contralateral vs. baseline comparison (lower panels). From left to right: occipital
brain template.

Fig. 4 and Table 2 report the fNIRS results in the load-2 and load-
4 conditions against baseline activation. As shown in the z-maps,
all recording channels were significantly active in both the load-
2 and load-4 conditions, with the z-maxima for �HbO localized
at B4/D4 (IPS–IOS; z = 2.42, p < .05) in the load-2 condition, and at
A1/C1 (sIPS; z = 2.49; p < .05) and B4/D4 (IPS–IOS; z = 2.47, p < .05) in
the load-4 condition. Also in this case, the result suggests a strong
involvement of both IPS–IOS and sIPS in the retention phase of the
change-detection task.

The high similarity between the activation patterns found in the
comparisons against baseline should not be surprising, because the
analyses were intended to verify the involvement of the parieto-
occipital circuit (and especially of IPS–IOS) in VSTM task. We
therefore performed a set of finer-grained analyses based on hemo-
dynamic responses computed by taking into account the individual
differences in timing of peak activity (see Section 2). In the first
step of these analyses, the new sets of individual optical maps for
the contralateral and ipsilateral conditions were compared with
a series of paired one-tail t-tests. The analyses indicated signif-
icantly higher concentration value in the contralateral condition
relative to the ipsilateral condition restricted to B4/D4 (IPS–IOS;
mean �HbO value in nM ± SD of contralateral vs. ipsilateral trials:
197.06 ± 122.52 vs. 153.10 ± 102.16; z = 2.87, p < .05). The contrast
z-map (contralateral minus ipsilateral) is illustrated in Fig. 5.

In order to quantify the lateralization effect at B4/D4 (IPS–IOS),

effect sizes (d) were calculated following the algorithm adopted
by Cohen (1988; for a practical example, see Schroeter, Cutini,
Wahl, Scheid, & von Cramon, 2007), who derived d as the differ-
ence between the mean d value in the contralateral condition and
the mean d value in the ipsilateral condition, divided by the mean
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cant increase in HbR. They argued that the initial dip occasionally
found with fMRI is likely to contain no privileged information about
neural activity, while blood volume (HbT) signal “is as rapid and
spatially focused and more than an order of magnitude stronger
ig. 4. Statistical (z) maps for �HbO of the load-2 condition vs. baseline comparison
upper panels) and load-4 condition vs. baseline comparison (lower panels). From
eft to right: occipital view and top view. The z-maps have been overlaid onto the
CBM152 brain template.

tandard deviation of d values in the ipsilateral and contralateral
onditions. Mean effect size was 0.41 at B4/D4 (IPS–IOS). We per-
ormed the same analysis on sIPS, although the contralateral vs.
psilateral contrast was not significant. Mean effect sizes at A1/C1
nd A2/C2 (left/right sIPS) were −0.15 and −0.03, respectively, con-
rming that the lateralization effect is confined to IPS–IOS.

A second series of analyses was focused on the ROI showing a
istinctive lateralized response, that is, IPS–IOS (B4/D4). Individual
HbO concentration and peak latency values in this region were

alculated in each cell of design generated by the factorial combi-
ation of load and side (see Fig. 6, panels a and b). The resulting
mplitude and latency values were submitted to separate ANOVAs
onsidering load and side as within-subject factors. The ANOVA
n �HbO concentration revealed a significant effect of side (F(1,
0) = 7.72, p < .05) and a significant effect of load (F(1, 10) = 8.69,
< .05), reflecting increased activation in the load-4 condition rela-

ive to the load-2 condition. The interaction between side and load

as not significant (F < 1). The ANOVA on peak latencies revealed a
arginal main effect of load (F(1, 10) = 3.64, p < .086), and no other

ignificant effects.1

1 The use of a two-steps design in the analyses of the data estimated via the
eak-based approach could raise the potential of the influence of double dipping
Kriegeskorte et al., 2009) or selection bias (Vul et al., 2009) in the results. This is
ia 49 (2011) 1611–1621 1617

3. Discussion

The present study examined the behavioral and cortical hemo-
dynamic responses of subjects engaged in the cued variant of a
change-detection task using an fNIRS apparatus. Memory perfor-
mance decreased and reaction time (RT) increased as memory load
increased from two to four objects, suggesting that the mecha-
nisms supporting the maintenance of information in VSTM were
taxed to a larger extent as the number of remembered objects
increased (Klaver et al., 1999; Todd & Marois, 2004; Vogel &
Machizawa, 2004). Using fNIRS, a broader family of hemodynamic
response parameters could be explored relative to fMRI (see Sec-
tion 1). Despite the reduced spatial resolution with respect to fMRI,
fNIRS could detect changes in �HbO (invisible to fMRI) concentra-
tion in the cortical blood flow with a higher sampling frequency.
Although the hemodynamic response remains sluggish in compar-
ison with the neuronal response, the higher sampling frequency
of the response enabled us to measure the fine temporal struc-
ture of the response, and most importantly the time at which the
response reached its peak. The hemodynamic results were clear-cut
in indicating increased levels of �HbO concentration in the con-
tralateral IPS–IOS relative to the ipsilateral condition. Furthermore,
though attenuated with respect to the contralateral equivalent,
the ipsilateral IPS–IOS region showed levels of �HbO concentra-
tion correlated with VSTM load much in the same way as found in
the contralateral homologous area. On the temporal side, Fig. 6b
suggests that activation of IPS–IOS, both contralaterally and ipsi-
laterally, also tended to be correlated with load, with an earlier
hemodynamic responses elicited in the load-2 condition than in
the load-4 condition.

In the current study, the information provided by �HbO varia-
tions was more reliable than that offered by HbT. Since HbT results
from the sum of HbO and HbR, and the HbR signal quality obtained
in the present study was clearly sub-optimal (i.e., no significant
channel resulted significantly activated in random-effect analysis),
we deemed appropriate to use only the HbO concentration for the
more specific analysis on the interaction between load and later-
alization. Although �HbO activation is thought to be less localized
than HbT (Culver, Siegel, Franceschini, Mandeville, & Boas, 2005),
recent investigations on neurovascular coupling (Berwick et al.,
2008; Sirotin, Hillman, Bordier, & Das, 2009) showed that the half-
width of �HbO is comparable to that of HbT. Furthermore, the value
of the information contained in �HbO is confirmed by an elegant
optical imaging investigation of the initial dip in alert monkeys
(Sirotin et al., 2009). The initial dip consists in the observed ini-
tial darkening in intrinsic signal optical imaging (e.g., Chen-Bee,
Agoncillo, Xiong, & Frostig, 2007), or in the temporarily reduced
BOLD signal in fMRI (e.g., Menon et al., 1995). While the initial
dip was usually interpreted as a local conversion of HbO to HbR
caused by increased oxygen consumption by local neurons before
any active vascular response (Frostig, Lieke, Ts’o, & Grinvald, 1990),
Sirotin et al. (2009) have shown that the initial dip largely reflects
increases in HbO (see also Sirotin & Das, 2010), with no signifi-
however highly unlikely in the present case, for the dataset used in the exploratory
analyses comparing contralateral vs. ipsilateral activity was organized with differ-
ent criteria with respect to those used in the analyses conducted on data estimated
via the peak-based approach. While therefore the main effect of side in the ANOVA
conducted on peak-latency amplitude values was redundant because it depended on
the ROI selection criteria (i.e., only the ROIs showing a lateralized response were sub-
mitted to further analysis), there was no a priori reason to expect that hemodynamic
activity at such ROIs would also be modulated by VSTM memory load.
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ig. 5. Occipital and top views of the statistical (z) maps of contralateral vs. ipsilatera
or illustrative purposes, the upper part of the figure shows examples of memory a
o the hemisphere where the enhanced concentration of HbO was observed in the p
ere never displayed synchronously during the experiment (see Fig. 1).

nd longer lived” (Sirotin et al., 2009). Considering that HbT is the
um of HbO and HbR, it is conceivable to hypothesize that HbO
an provide further information with respect to HbR (i.e., the BOLD
esponse in fMRI).

We began our investigation with the observation that EEG
nd MEG results typically reveal a larger increase of electrical or
agnetic field intensity with increasing memory load over the

emisphere contralateral to the side from which visual stimuli

re encoded (Klaver et al., 1999; Vogel & Machizawa, 2004), but
hat this relationship had not been clearly established for hemo-
ynamic correlates of neuronal activity. In this perspective, the
resent results are largely consistent with the findings of Robitaille

ig. 6. Bar graph (mean and standard error) of �HbO activity (panel a) and peak latency
ext for details). The mean peak latency of the �HbO response profiles (following normal
orresponds to the average time at which �HbO concentration reached the peak amplitu
parison for �HbO. The z-maps have been overlaid onto the ICBM152 brain template.
with the hemifields including the to-be-memorized colored squares (contralateral
t study) cued by arrow heads. Note however that colored squares and arrow heads

et al. (2010), in that the increase in �HbO concentration with
increasing load in the present work was about the same for the
contralateral and ipsilateral IOS–IPS. Robitaille et al. (2010) did find
an enhanced contralateral response, but not one that correlated
with observed memory performance. In a related paper (Robitaille
et al., 2009) in which brain signals measured during the retention
of visual stimuli were subjected to a wavelet transform, in order
to examine the timecourse of induced oscillatory activity during

memory retention, the dominant oscillatory component was in the
alpha band. Interestingly, alpha-band activity increased in ampli-
tude with increasing memory load and this increase had the same
amplitude on the contralateral and ipsilateral sides (Grimault et al.,

(panel b) recorded at B4/D4 (IPS–IOS), graphed as a function of load and side (see
ization of individual hemodynamic response in each cell of the side by load design)
de during the 10 s interval from onset.
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009). It is possible that the hemodynamic response is influenced
y the amplitude of the oscillatory activity in the dominant oscil-

ation mode (alpha-band), and given that alpha-band amplitude
ncreases with memory load, hemodynamic measures would also
end to show the same relationship. One piece of information that
s at odds with this possibility, however, is that the amplitude
f alpha-band oscillations tends to be lower in the hemisphere
ontralateral to the encoded stimuli; but the amplitude of the
emodynamic response here was, on the contrary, larger on the
ontralateral side. The present results suggest, therefore, that the
emodynamic response is not likely to reflect, primarily, changes in
lpha-band activity related to attention. The closer connection with
ffects found in memory suggests that fNIRS measures of �HbO
ay prove useful in future studies of the representation of objects

n VSTM.
Different theoretical scenarios may be entertained herein to

xplain the discrepancy between a clearly lateralized response
ypically detected using the ERP approach (i.e., SPCN or CDA),
nd the bilateral activation of BOLD and MEG responses found by
obitaille et al. (2009, 2010) and confirmed in the present context
sing fNIRS. The worst case is a general lack of power in detect-

ng what ultimately should have been reflected in an interaction
etween the two monitored factors, load and objects’ lateralization.
lthough this could certainly be taken into account as a potential
isk, the strict adherence between the present results and those of
obitaille et al. suggest we should consider other possibilities. One
ossibility entails the different timescales of the SPCN and hemo-
ynamic reflections of the variable manipulated in our memory
ask. Whereas SPCN is usually visible in a 300–900 ms time-window
when the retention interval is not much longer and stimuli do
ot remain visible during the retention interval; see Drew & Vogel,
008), the raise of BOLD and/or other hemodynamic functions is
ecidedly postponed, with the subtended risk that subtle effects
ound with one technique (unique as far as temporal resolution is
oncerned) cannot be found with other techniques monitoring dif-
erent types of neural activity. In addition, the extended time-scale
f hemodynamic effects when testing VSTM with change-detection
esigns makes it extremely difficult to isolate effects triggered by
ental routines responsible for VSTM maintenance, and separate

hem from effects due to probe array processing. For instance, the
resent design, where VSTM load and item numerosity in the probe
rray were confounded lends itself to the obvious criticism that
he observed hemodynamic results may have been inflated by the
erceptual complexity of the probe array rather than reflecting, as
e are trying to argue, VSTM load and retention. In this vein, the

rgument would be that as the perceptual complexity of the probe
rray was increased (from load-2 trials to load-4 trials), the com-

arison process between memory and probe array became more
ifficult (Awh, Barton, & Vogel, 2007), and this, rather than VSTM

oad at retention, would be the true modulatory factor of cortical
emodynamic variations that we reported.2 Recent work on the

2 There are other solutions that may have been adopted to circumvent the covari-
tion between memory and probe array numerosity discussed in this section, one
f which would have been to present in the probe array just a single colored square
n one of the positions previously occupied by the colored squares in the memory
rray. It must be noted, however, that this solution is not devoid of problems when
tudying lateralization effects using a cued variant of a change-detection task. A
robe array containing a single colored square is asymmetrical and the possibility
hat a contralateral response at the hemodynamic level may be exacerbated by this
eature of the probe array is not negligible. Even presenting a single colored square
entrally, so as to prevent a physical asymmetry in the probe display, would be
ub-optimal, because of the known effects arising when the context (i.e., the spa-
ial arrangement and relative position of the colored squares) of the memory array
s disrupted by the probe array (e.g., by changing the spatial position of the color
quare subject to change between the memory and probe arrays; Jiang et al., 2000;
yun et al., 2009).
Fig. 7. Bar graph (mean and standard error) of �HbO activity recorded at B4/D4
(IPS–IOS), graphed as a function of RT in the change-detection task. Short RT, RT
shorter than median RT (collapsed across memory-load levels). Long RT, RT longer
than median RT (collapsed across memory-load levels).

comparison between perceptual input and VSTM content suggests
that a direct reflection of the difficulty in comparing memory and
probe arrays for detection of a change is an increase in RT as mem-
ory load – and probe array size – is increased (Hyun, Woodman,
Vogel, Hollingworth, & Luck, 2009). The longer RT in the load-4
condition relative to RT in load-2 condition observed in the present
empirical context would therefore be in line with the present argu-
ment. To check this alternative perspective we devised two tests in
which the link between RT length in the change-detection task and
�HbO peak-based concentration values recorded at IPS–IOS was
parametrically estimated. RTs in the load-2 and load-4 conditions
were first divided into long and short RTs (911 ms vs. 1280 ms; F(1,
10) = 476.1, p < .001) via median-split, and the corresponding mean
�HbO values in contralateral IPS–IOS associated with each RT cate-
gory were compared via t-test. As Fig. 7 makes particularly clear, the
influence of RT length on the distribution of �HbO values recorded
at IPS–IOS was nil (t(10) = 0.63, p > .8). In addition, an ANOVA on
the same �HbO values considering load as factor and �RT (load-
4 RT minus load-2 RT) as covariate revealed a significant effect of
load (F(1, 10) = 6.51, p < .05), but no significant interaction between
load and �RT (F(1, 10) = 1.99, p > .5). The results of these two tests
suggest strongly that the processing subtended in the comparison
between memory and probe arrays had a negligible impact on the
hemodynamic results observed in this study.

A second explicative scenario is that the different techniques
discussed here may be sensitive to different aspects of the process-
ing subtended in visual information encoding and maintenance,
or to the activity of different populations of neurons that cohabit
in a relatively small portion of the cortex like IPS–IOS. We know
too little at present about the cytoarchitectural properties of these
neurons to exclude tout-court that a subpopulation of these neu-
rons with specific properties (e.g., generating open-field potentials)
may be also those whose VSTM-driven unbalanced ipsi- vs. contra-
lateral activation would be visible to EEG, but not to fMRI, fNIRS,
or MEG. It is intriguing indeed that even the technique closest to
EEG, i.e., MEG, was not as sensitive to magnified VSTM load effects
contralaterally to the encoding side as EEG usually is, despite anal-

ogous temporal resolution to EEG and similarity of the bio-signals
monitored with these techniques (Robitaille et al., 2010).

Though quite tentative and demanding caution given the
marginally significant effects, the temporal picture emerging from
the present investigation, taken together with the amplitude
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esults of �HbO concentration, is actually consistent with a par-
icular observation often made when monitoring SPCN activity in
he cued variant of the change-detection task. The present results
ndicated reduced �HbO concentration values ipsilaterally than
ontralaterally, independently of the difference in �HbO concen-
ration values associated with the load-2 and load-4 conditions.
he temporal parameters associated with �HbO variations over
he monitored interval indicated faster �HbO responses in the
oad-2 condition than in the load-4 condition, both ipsilaterally
nd contralaterally. A typical observation when inspecting a SPCN
omponent is that contralateral activation to memorized objects
ends to remain stable in the mentioned 300–900 ms time-window,
hile ipsilateral activation becomes progressively less positive

nd ultimately converges to contralateral activation values. On
he assumption that ipsilateral activation, at least temporarily
hortly after the memory-array presentation, reflects inhibition
f distractor information (i.e., of the to-be-ignored objects in the
ued variant of the change-detention task), the emerging tempo-
al/amplitude picture based on the present results allows one to
peculate that inhibition is likely to be no longer necessary shortly
fter the offset of the memory-array, and that the VSTM system
at least the subroutines relying in IPS–IOS neural activity) may
eact more promptly when suppressing less information (in the
oad-2 condition) than more information (in the load-4 condition).
his increase in reactivity is generally compatible with the notion
hat VSTM at capacity may work less efficiently relative to when
he encoded information is below capacity, and may also account
or the decrease in accuracy in the load-4 condition compared to
he load-2 condition. On this account, a portion of the errors in
etecting a change between memory and probe arrays in the load-4
ondition would be attributed to the delayed inhibition of ipsilateral
tems when encoding objects from particularly crowded memory
rrays. Note this is less trivial that it may seem at first blush if one
onsiders redundancy gain dynamics. More explicitly, it is obvious
hat a larger population of inputs converges on IPS–IOS when there
re four objects to encode in VSTM than when there are only two.
iven the relatively large distance between our stimuli (relative

o early receptive-field sizes) and the retinotopic organization of
he visual system, each stimulus can be modeled as stimulating an
ndependent channel. With more inputs, converging independent
hannels could have been expected to produce an earlier activa-
ion as the number of channels increases because the probability
f a fast response increases as the number of channels increases
Logan, 1988; Miller, 1982). The temporal aspects of results just
iscussed suggest that redundancy gain is unlikely to influence
he activity of neurons in IPS–IOS, although a replication of the
resent results, perhaps using a paradigm and/or fNIRS setting with
finer temporal resolution, is absolutely necessary before draw-

ng firm conclusions about this particular aspect of the present
esults.
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